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We consider the non-equilibrium zero frequency noise generated by a temperature gradient applied
on a device composed of two normal leads separated by a quantum dot. We recall the derivation of
the scattering theory for non-equilibrium noise for a general situation where both a bias voltage and
a temperature gradient can coexist and put it in a historical perspective. We provide a microscopic
derivation of zero frequency noise through a quantum dot based on a tight binding Hamiltonian,
which constitutes a generalization of the pioneering work of Caroli et al.1 for the current obtained
in the context of the Keldysh formalism. For a single level quantum dot, the obtained transmission
coefficient entering the scattering formula for the non-equilibrium noise corresponds to a Breit-
Wigner resonance. We compute the delta-T noise as a function of the dot level position, and of the
dot level width, in the Breit-Wigner case, for two relevant situations which were considered recently
in two separate experiments.2,3 In the regime where the two reservoir temperatures are comparable,
our gradient expansion shows that the delta-T noise is dominated by its quadratic contribution,
and is minimal close to resonance. In the opposite regime where one reservoir is much colder, the
gradient expansion fails and we find the noise to be typically linear in temperature before saturating.
In both situations, we conclude with a short discussion of the case where both a voltage bias and a
temperature gradient are present, in order to address the potential competition with thermoelectric
effects.

I. INTRODUCTION

Over the last four decades, theoreticians and exper-
imentalists alike have focused on the study of non-
equilibrium noise in quantum mechanically coherent
mesoscopic and nanoscopic devices. By now, it is well
recognized that non-equilibrium noise brings further in-
formation compared to a current diagnosis. For in-
stance, non-equilibrium noise depends explicitly on the
fermionic, bosonic, or even anyonic statistics of the
charge carriers which flow through the device. Moreover,
when one is dealing with a system bearing strong correla-
tions such as one dimensional wires or edge states of the
Fractional Quantum Hall effect (FQHE), the monitoring
of the Fano factor (the ratio between the zero frequency
noise and the current) allows to identify the anomalous
charges which are transmitted through the system. Typ-
ically, the non-equilibrium situation is achieved by im-
posing a bias voltage. Reviews on this topic4,5 cover a
broad range of nanoscopic devices, ranging from ballistic
conductors, setups containing a resonant level, diffusive
conductors, hybrid superconducting systems, one dimen-
sional wires where strong Coulomb interactions operate,
chiral Luttinger liquids of the Fractional Quantum Hall
effect,...

Alternatively, one can in principle connect the sam-
ple to two reservoirs at different temperatures and work
with a zero-bias voltage. While no net current is ex-
pected to flow in the device when electron-hole symme-
try is respected, one expects in general (with or with-
out electron-hole symmetry) a non-equilibrium noise sig-
nal which depends on the temperature gradient. This

Figure 1. Schematic description of a quantum dot connected
to leads in a two dimensional electron gas: the quantum dot
is defined by two quantum point contacts and side gates are
applied to the dot.

situation of thermally induced non-equilibrium quantum
mesoscopic/nanoscopic physics is nowadays referred to as
“caloritronics”.6

A recent experiment using atomic break junctions2

- with an embedded hydrogen molecule between the
leads - measured the noise signal, dubbed “∆T noise”
(DTN) in this situation. This generated a lot of in-
terest for this previously undocumented source of non-
equilibrium noise, both from the experimental3,7,8 and
the theoretical9–13 perspectives. Results from Ref. 2
were found to be in good agreement with the Scatter-
ing Theory of Non-Equilibrium Noise (STN) for a Fermi
liquid (often referred to as the Landauer-Büttiker noise
formula), with the further assumption that the trans-
mission coefficient τ is constant over characteristic en-
ergy/temperature ranges, which is well justified here as

ar
X

iv
:2

10
6.

05
67

9v
1 

 [
co

nd
-m

at
.m

es
-h

al
l]

  1
0 

Ju
n 

20
21



2

hydrogen bounds well with the metallic leads. A few
theoretical works focused on going beyond this simple
picture, by considering anomalous shot noise contribu-
tions, incorporating next order corrections9 or looking
at generalized forms of DTN, considering charge or heat
shot noise in the absence of charge or heat currents
respectively.13

The central purpose of the present work is to study
DTN for a system where the transmission coefficient has
a strong dependence in energy, by considering two nor-
mal metal leads (N) which are separated by a quantum
dot (QD), as depicted in Fig. 1. In this situation, the
transmission coefficient is peaked around the location of
the QD levels, which can be controlled experimentally
with a gate voltage, while the peak width depends on the
coupling strength between the QD and the leads. First,
we find that when the temperatures of the two reservoirs
are comparable, for a fixed average temperature, the to-
tal noise may decrease when increasing the temperature
gradient, as a consequence of the thermal noise contribu-
tion being dominant. This encouraged us to argue that
the definition of DTN as proposed in earlier works2 has
to be modified. We thus come up with an alternative
definition, along the lines of the one proposed in Ref. 12,
that allows us to isolate the shot-noise like contribution
(which always has a fixed, positive sign for fermions) in-
dependently of the energy profile of the transmission co-
efficient. Second, when the two reservoir temperatures
differ substantially,3 the gradient expansion fails. We
address both points in this work and show that in the ab-
sence of voltage, depending on the chosen regime, DTN
can lead to linear, quadratic, cubic (or combinations of
either even odd powers) behavior as a function of ∆T , or
even to a saturation to a finite value. Note that Refs. 9
and 13 studied somewhat similar setups in some specific
limits, and our results match with their conclusions in
the regime of parameters where there is overlap with our
investigation. We also consider the combination of both
a voltage bias and a temperature gradient applied to the
QD, in order to address the potential competition with
thermoelectric effects.

Along the way to characterize DTN for a QD embed-
ded between normal metal leads, we discuss the origin of
the STN formula. Furthermore, we provide a microscopic
derivation of this formula using the same tight-binding
Hamiltonian which was employed by Caroli et al.1 to de-
rive the current using the Keldysh formalism, from which
a Breit-Wigner resonance transmission is obtained for a
single level quantum dot. While this may look like an
academic exercise, we believe that this derivation has
not been published so far, and it has the advantage to
be very general, valid for an arbitrary (multilevel) QD
without having to define its shape/structure, and can
even be extended to describe bosonic charge carriers.

The paper is organized as follows. In Sec. II, we put
the STN formalism in an historical perspective. Sec. III
is devoted to the microscopic derivation of the STN for-
mula. In Sec. IV, we define the basic quantities needed

to study DTN, and recall existing results for the case of
a constant transmission. Sec. V gives the general defi-
nitions of the important quantities for DTN in the case
of an arbitrary energy dependent transmission coefficient.
These definitions are then used in Sec. VI when the reser-
voir temperatures are comparable, and in Sec. VII in the
limit of a very cold reservoir, in order to obtain results for
the case of a single level QD described by a Breit-Wigner
resonance. We conclude in Sec. VIII. Throughout this
work, we consider units in which Planck and Boltzmann
constants are unity, i.e. ~ = 1, kB = 1. Also, we focus on
spinless particles, the addition of spin degrees of freedom
(for spin 1/2 electrons) yielding an overall factor 2 on the
current and noise in the absence of spin flip processes.

II. HISTORICAL PERSPECTIVE

In the context of electronic quantum transport, it is
quite difficult to identify the pioneers who were the first
to derive non-equilibrium noise formulae involving a con-
ductance, a resistance or a transmission probability. The
story begins with the evolution of the Landauer conduc-
tance formula.

A. Scattering theory pioneers

Landauer initiated his effort on coherent electronic
transport way ahead of his time.14 At that time,
nanoscale devices were not available experimentally. His
idea was that if the length of a device connected to Fermi
liquid leads is sufficiently small (in fact smaller than the
quantum mechanical coherence length), the conductance
G should have a quantum mechanical nature. Assuming
that the transmission coefficient τ characterizing the de-
vice is independent of energy, the Landauer conductance
reads nowadays

G =
e2

2π
τ . (1)

Note that the initial proposal of Landauer contained an
(incorrect) extra factor (1− τ)−1 (see discussion below).
Yet quantum mechanics is based on a Hamiltonian for-
malism, which a priori does not include dissipation, while
the resistance G−1, according to the (classical) Drude
model, calls precisely for dissipation. This proposal was
therefore totally counterintuitive, and it took some effort
from Landauer to have his conductance formula recog-
nized.

After Anderson proposed his theory of localization,15

and obtained the Nobel prize for it, Landauer tried
to argue more about his conductance formula, includ-
ing as an aside his own approach to localization in one
dimension.16 The conductance formula was nevertheless
still not fully accepted by the community at that time.

The same year, Caroli et al.1 computed the current for
a one-dimensional tight binding model containing a cen-
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tral dot connected to leads, therefore achieving the first
microscopic derivation of the energy dependent Landauer
formula reading

〈Î〉 =
e

2π

∫
dω τ(ω) [f1(ω)− f2(ω)] , (2)

where f1 and f2 are the distribution functions in the two
leads.

It took the work of Ref. 17 to rederive the Landauer
formula and from then on it got accepted by the com-
munity. Landauer and coworkers subsequently published
their seminal article for the multichannel noise formula,18

with an application to the Aharonov-Bohm effect when
the conductor contains a small metallic ring. This work,
among others, resolved the dilemma whether the con-
ductance should be proportional to τ/(1 − τ) or τ : the
authors understood that the voltage had to be measured
deep in the leads rather than in the direct vicinity of the
scatterer. This implied that inelastic processes for outgo-
ing electrons were essential to guarantee the presence of a
Fermi sea in such (macroscopic) leads. This resolved the
puzzle of why dissipation did not seem to appear in the
Landauer conductance formula: dissipation is essential
for thermal equilibration in the leads, which can then be
described within the grand canonical ensemble. By that
time, a majority of the experimental groups working in
mesoscopic physics were using this formalism to interpret
their results, and very successfully so.

In the eighties, the connection between the Lan-
dauer formula and the Green’s functions of the device
was approached via linear response theory by several
authors,19–21 including generalizations to multichannel,
multilead systems.

Büttiker used scattering theory to model four-terminal
devices towards Onsager relations22 and also in order to
make predictions on the integer quantum Hall effect23.

Pioneering works on noise appeared in the mid eight-
ies, first for tunnel junctions24 and then in a weak link
between two normal metals or superconductors.25 The
latter reference is rather technical, typically using the
quasi classical Green’s function approach (Eilenberger
equations) in specific systems described microscopically.

They were soon followed by contributions which used
the scattering approach. Landauer proposed the wave
packet approach, a first-quantized formulation, to com-
pute the equilibrium noise and checked that the Johnson-
Nyquist formula26 was recovered. He found a match with
the classical version of the theory using a Maxwell dis-
tribution. This approach described the incoming beam
of electrons as a train of occupied/unoccupied states be-
longing to orthogonal wave packets (which could overlap
in space/time), restricted to a narrow energy range. The
Pauli principle forbade that two incoming electrons could
end up in the same wave packet state at either output.

The second-quantized approach to noise, initiated by
Lesovik, appeared around the same time.27,28 There, the
scattering matrix elements enter the expression for the
current operator, and thermal equilibrium averages in

the reservoirs are computed using Wick’s theorem. Leso-
vik underestimated his own work, as it applies really to
an arbitrary junction in the coherent regime containing
potentially a scattering region between the leads encom-
passing the nano-devices. Both contain the celebrated
proportionality τ(1−τ) of the shot noise at zero temper-
ature. Ref. 29 reproduced this result and generalized it
using linear algebra to multichannel, multiterminal meso-
scopic devices.

B. The wave packet approach

Ref. 30 and 31 derived non-equilibrium noise from
the wave packet approach and generalized it to multi-
channel/multiterminal systems, with applications to a
Hanbury-Brown and Twiss interferometer. In particular,
the crossover between thermal and quantum shot noise
was derived there. This approach is reviewed in the text-
book Ref. 32.

The wave packet approach30,31,33 is likely to be the
most intuitive way to derive the STN formula. The cur-
rent is viewed as a train of orthogonal wave packets (oc-
cupied by an electron or not), separated in time by an
amount h/δE (the wave packet has energies within the
interval [E,E + δE]) in order to ensure orthogonality of
successive wave packets impinging from both sides of the
scattering region. The zero frequency noise corresponds
to an integral of the variance of the stochastic variable
g which counts whether a net electron charge has been
transmitted on the right (g = 1), on the left (g = −1) or
no net electron charge has been transmitted (g = 0):

S =
e2

π

∫
dω
(〈
g2
〉
− 〈g〉2

)
. (3)

The only two possible events where a net charge g =
±1 is transmitted bear a probability τf1,2(1 − f2,1): an
electron from the left (right) is transmitted while no elec-
tron is incident from the right (left). Inserting this in
Eq. (3) leads directly to the STN formula

S =
e2

π

∫
dω
{
τ2 [f1 (1− f1) + f2 (1− f2)]

+τ (1− τ) [f1 (1− f2) + f2 (1− f1)]} . (4)

In Appendix A, we give details about the derivation of
the wave packet approach, with special emphasis on two-
electron collisions (where the statistical weight for occu-
pancy is f1f2) and where no contributions to the noise
are generated. For illustrative purposes, in Appendix A
we also illustrate the case of two boson collisions where
bunching effects are manifest.

III. MICROSCOPIC FORMULATION

The present formulation is very general and applies
equally to a single site dot and to a spatially extended
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α βa b

λa λb

Figure 2. Schematic representation of a metallic island con-
nected to normal leads. In the text, we isolate the sites α and
β from the leads, and the sites a and b from the central metal-
lic island. λa (resp. λb) is the coupling constant between sites
a and α (resp. b and β).

island. Although in the following sections we are primar-
ily interested in the case of a QD with a single energy
level, for generality purposes, and in order to make the
resulting expression useful in other contexts, we choose
to present the derivation for the case of a metallic is-
land with potentially many energy levels. The latter is
connected to two normal metal leads, as schematically
depicted in Figs. 1 and 2. We compute the zero fre-
quency noise using the Keldysh formalism applied to a
tight binding model, in order to recover the STN formula.
This constitutes an extension of the microscopic deriva-
tion of the Landauer formula proposed in the seventies.1

A. Model and Dyson equations

We use the same formalism as in Refs. 34 and 35,
which considered current and noise in an atomic point
contact. Greek (roman) indices are used for the lead
(dot) degrees of freedom in this section. The total Hamil-
tonian of the system can be decomposed into a contri-
bution from the leads, one from the island and a final
one describing the tunneling between the island and the
leads:

H =
∑
j

Hj +HD +HT (t) . (5)

Our starting point is the tunneling Hamiltonian be-
tween leads and central island of the form

HT = λa
(
ψ†αψa + H.c.

)
+ λb

(
ψ†βψb + H.c.

)
, (6)

where ψ†j is the creation operator for an electron on site

j while λa (resp. λb) is the coupling constant between
sites a and α (resp. b and β) as depicted in Fig. 2. This
Hamiltonian allows us to focus on the 4 sites α, a, b, β.
Note that the only assumption here is that there exists
only a single injection point from each lead to the island.
At this time, all microscopic details are kept arbitrary,

and we do no need to specify the general Hamiltonian for
the dot and leads. All this information is contained in the
expression of the bare Green’s functions. We therefore
focus on the Green’s functions constructed in this 4 × 4
site basis, introducing the bare Green’s functions g̃R/A

and tunneling matrix W̃ defined respectively as

g̃R/A =


g
R/A
α 0 0 0

0 g
R/A
aa g

R/A
ab 0

0 g
R/A
ba g

R/A
bb 0

0 0 0 g
R/A
β

 , (7)

and

W̃ =

 0 λa 0 0
λa 0 0 0
0 0 0 λb
0 0 λb 0

 . (8)

The full Keldysh Green’s functions are then defined as

Gηη
′

µν (t, t′) = −i
〈
TKψµ (tη)ψ†ν

(
t′
η′
)〉

, (9)

where the Keldysh time indices η, η′ can be either + or
− and the island/lead indices µ, ν can be α, a, b or β.

Following the standard formalism, this then allows to
define the retarded and advanced full Green’s functions
which satisfy the set of Dyson equations given by (omit-
ting indices)

G̃R/A = g̃R/A + g̃R/AW̃ G̃R/A . (10)

Similarly, for the +− and −+ Keldysh components, they
read

G̃±∓ =
(

1̃ + G̃RW̃
)
g̃±∓

(
1̃ + W̃ G̃A

)
, (11)

where 1̃ is the identity matrix in the site basis.
In Appendix B, we derive specific expressions for the

Green’s functions which are relevant for the calculation
of the current and the noise.

B. Current

The current operator through site α can be written as

Iα = ieλa
(
ψ†αψa − ψ†aψα

)
. (12)

Taking then the thermodynamic average, the current
reads

〈Iα〉 = −eλa
∫
dω

2π

[
G+−
αa (ω)−G+−

aα (ω)
]
. (13)

At this stage, it is useful to recall that the ±∓ Keldysh
components of the bare Green’s functions for the leads
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are conveniently expressed in terms of the density of
states ρj (j = α, β) and the occupation as

g+−
j =± 2iπρjfj , (14)

g−+
j =∓ 2iπρj (1∓ fj) , (15)

where the upper (lower) sign applies for fermions
(bosons). It turns out that these are the only two bare
Green’s functions of the system which enter the expres-
sion for the current and noise. Theoretically, contribu-
tions involving the central island ±∓ bare Green’s func-
tions can be shown to involve the same infinitesimal pa-
rameter which enters the lead advanced and retarded
Green’s functions36 so that they give no contribution to
transport. This point was overlooked previously,1 where
it was assumed that the central island Green’s function
had a zero density of states in the bias window, limit-
ing therefore the discussion to the case of an insulating
barrier.

Working out the Keldysh Green’s functions explictily
(see Appendix B for details), one is finally left with

〈Iα〉 = e

∫
dω

2π
(2π)

2
λ2
aλ

2
bραρβG

R
abG

A
ba (fα − fβ) , (16)

where we recover the energy dependent Landauer formula
Eq. (2), where the transmission reads:

τ(ω) = (2π)
2
λ2
aλ

2
bρα(ω)ρβ(ω)GRab(ω)GAba(ω) . (17)

In the event that the QD contains only a single energy
level HD = εψ†aψa, a = b in the above equation, and
in the wide band limit, one recovers the transmission
coefficient corresponding to a Breit-Wigner resonance:

τ(ω) =
(Γ1 + Γ2)2

(ω − ε)2 + (Γ1 + Γ2)2
, (18)

with the tunneling rates Γj = 2πρjλ
2
a.

C. Noise

Introducing the current deviation δIµ(t) = Iµ(t)−〈Iµ〉,
the real time current correlator is expressed, using Wick’s
theorem, as:

Sµν(t, t′) =〈TKδIµ(t−)δIν(t′+)〉
=− e2λmλn

[
G−+
µn (t, t′)G+−

νm (t′, t)

−G−+
µν (t, t′)G+−

nm(t′, t)−G−+
mn(t, t′)G+−

νµ (t′, t)

+G−+
mν (t, t′)G+−

nµ (t′, t)
]
, (19)

where we use compact notations implying that µ = α⇒
m = a and µ = β ⇒ m = b (and similarly for ν and n).

The zero frequency noise evaluated at lead α (the final
result is identical for lead β as expected) is given by:

S =− e2λ2
a

∫
dω

2π

[
G−+
αa (ω)G+−

αa (ω)−G−+
αα (ω)G+−

aa (ω)

− G−+
aa (ω)G+−

αα (ω) +G−+
aα (ω)G+−

aα (ω)
]
. (20)

The integrand of this expression is computed in Ap-
pendix B, with the following result for the noise:

S = e2λ2
a

∫
dω

2π

{
λ2
aλ

4
b

(
GRabG

A
ba

)2
(2π)

4
ρ2
αρ

2
β [fα (1− fα) + fβ (1− fβ)]

+λ2
bG

R
abG

A
ba (2π)

2
ραρβ

[
1− (2π)

2
λ2
aλ

2
bG

R
abG

A
baραρβ

]
[fα (1− fβ) + fβ (1− fα)]

}
=
e2

π

∫
dω
{
τ(ω)2 [fα (1∓ fα) + fβ (1∓ fβ)] + τ(ω) (1− τ(ω)) [fα (1∓ fβ) + fβ (1∓ fα)]

}
, (21)

where we recover the STN formula of Eq. (4) for fermions
and bosons, with the same energy-dependent transmis-
sion as defined above for the current [see Eq. (17)].

IV. BASICS OF ∆T NOISE

For a junction between two normal metal reservoirs
with an arbitrary energy-dependent transmission τ(ω),
the current is given by the energy dependent Landauer
formula, Eq. (2). In full generality, the normal metal
reservoirs, labeled j = 1, 2 respectively, are characterized

by their chemical potential µj and temperature Tj , lead-
ing to a description in terms of the Fermi distribution:

fj(ω) =
1

e(ω−µj)/Tj + 1
. (22)

As we are concerned with DTN, in this section we con-
sider the case where the two distribution functions f1 and
f2 differ only by their temperature (T1 6= T2).

The zero frequency noise is defined as:

S = 2

∫
dt
[
〈Î(t)Î(0)〉 − 〈Î(t)〉〈Î(0)〉

]
. (23)
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The STN formula reads in full generality:

S = S1 + S2 , (24)

where we chose to isolate two separate contributions

S1 =
e2

π

∫
dω τ(ω) {f1(ω) [1− f1(ω)]

+f2(ω) [1− f2(ω)]} , (25)

S2 =
e2

π

∫
dω τ(ω) [1− τ(ω)] [f1(ω)− f2(ω)]

2
, (26)

with S1,2 > 0. When the junction is biased, the contri-
bution S1 corresponds to the transmission of the thermal
noise emanating from each of the two reservoirs and is
present even in an equilibrium situation, while S2 is a
purely non-equilibrium contribution leading to quantum
shot noise. Note that here, we purposely adopt a differ-
ent convention for the definition of S1 and S2 compared
to the supplemental material of Ref. 2.

For the rest of this section, we now concentrate on the
case of a constant transmission with τ(ω) = τ . Let us
first recall that, for a device at finite temperature T and
at equilibrium (no bias), the noise yields the Johnson-
Nyquist form26

S = 4TG , (27)

with the conductance G given by the Landauer formula,
Eq. (1). The opposite limit of the noise in the presence of
a bias V , at zero temperature, yields the quantum shot
noise formula

S = 2〈Î〉(1− τ) =
e3

π
τ(1− τ)V . (28)

A. Comparable reservoir temperatures

For the case of a temperature gradient, in the regime
where the temperature difference ∆T = T1−T2 between
the reservoirs is small compared to the average temper-
ature T̄ = (T1 + T2)/2 it is useful to expand the non-
equilibrium noise in an even power series of ∆T/(2T̄ ):

S = S0

[
1 + C2

(
∆T

2T̄

)2

+ C4

(
∆T

2T̄

)4

+ ...

]
, (29)

where S0 is the thermal equilibrium noise at temperature
T̄ . The coefficients of the series, C2, C4, ... are entirely
due to the non-equilibrium contribution S2, as S1 does
not depend on ∆T , and thus S1 = S0 = 4T̄G. The values
of the coefficients are:

C2 =4(1− τ)

∫ +∞

−∞

u2

cosh4(u)
du

=(1− τ)

(
π2

9
− 2

3

)
, (30)

C4 =− (1− τ)

(
7π4 − 75π2 + 90

675

)
. (31)

In Ref. 2 the coefficient C2 was extracted from experi-
mental data and successfully compared to theory. This
completes the summary of DTN at constant transmis-
sion, albeit in the situation where the temperatures of
both reservoir are comparable, which means ∆T � T̄ .

Note that in a recent work,11 we studied DTN in the
strongly correlated regime of the Fractional Quantum
Hall system, where in the weak backscattering situation,
Laughlin quasiparticles - not electrons - tunnel from one
edge state to the other at the location of a quantum point
contact. These Laughlin quasiparticles are anyonic exci-
tations, with both fractional charge and statistics.37 We
argued in Ref. 11 that one can obtain a signature of anyon
statistics via the measurement of DTN. Indeed, we found
that the C2 and C4 (|C2| � |C4|) coefficients are both
negative. On the contrary, in the strong backscattering
regime, where only electrons can tunnel between the two
semi-infinite chiral Luttinger liquids - instead of anyons
- we obtained C2 > 0 (|C2| � |C4|) as for Fermi liquids.

B. Cold reservoir case

An alternative point of view for the study of DTN is to
consider the case where one of the reservoirs is placed at
very low temperature, T2 � T1, so that the temperature
bias is much larger than the temperature of the coldest
lead (which, for all practical purposes, can then be taken
to 0). The gradient expansion of the noise is not valid
anymore as T̄ ∼ T1/2 and ∆T ∼ T1 ≡ T . This situation
was studied both theoretically and experimentally3 for
the case of a normal metal tunnel junction (τ � 1) which
to a good approximation has a constant transmission co-
efficient when the metallic bandwidth is large compared
to the temperature gradient. In this situation, the total
noise reads

S = 4 log 2 TG . (32)

Interestingly, although the system is placed far from equi-
librium, this resembles a Johnson-Nyquist dissipation-
fluctuation result [see Eq. (27)] albeit with an addi-
tional factor log 2. The latter was attributed in Ref. 3
to the Landauer principle,38 which states that when a
bit of information is erased (here the information cor-
responds to the final outcome, whether the electron has
been transmitted or reflected), dissipation - and therefore
noise - is unavoidable. The authors suggested a possibly
deeper connection with information theory, which sets
the stage for dissipationless, reversible quantum compu-
tation. Eq. (32) was in very good agreement with the
results of caloritronic experiments.

V. ∆T NOISE FOR AN ENERGY DEPENDENT
TRANSMISSION

We now study the case of a junction with an arbi-
trary energy-dependent transmission, detail the contribu-
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tions S1 and S2, and introduce an alternative definition
of DTN in this case, that turns out to be more adequate.
The definitions introduced here are quite general and will
be used in the next section when we consider specifically
the case of a single level quantum dot.

A. General remarks

We thus consider an unbiased mesoscopic device con-
nected to two leads. The first (thermal-like) contribution
to the noise [see Eq. (25)] is readily rewritten as

S1 = −e
2

π

∫
dω τ(ω) [T1∂ωf1(ω) + T2∂ωf2(ω)] . (33)

Keeping in mind that the chemical potentials are equal,
the two distribution functions f1,2 only differ by their
temperature, allowing us to rewrite the expression for S1

as

S1 = 2 [T1Gd(T1) + T2Gd(T2)] , (34)

where we introduced the zero bias differential conduc-
tance:

Gd(T ) =
∂〈Î〉
∂V

∣∣∣∣∣
V=0

= − e
2

2π

∫
dω τ(ω)

∂f(ω)

∂ω
. (35)

The expression for the second (shot noise like) contri-
bution S2 cannot be further simplified compared to the
definition of Eq. (26). In practice, this is the contribu-
tion we are mostly interested in. An important difference
of the energy dependent transmission case, compared to
the constant transmission case, is the definition of the
reference equilibrium noise. For the constant transmis-
sion case, one has S0 = S1, and thus defining the excess
noise as S − S0 allows to keep only the shot-noise like
contribution S2 and to remove the thermal-like contribu-
tion S1. This, however, no longer works in the energy
dependent transmission case, as S0 6= S1. It follows that
S−S0 therefore contains contributions from both S1 and
S2. One way to circumvent this is to use a different def-
inition of the excess noise:12

∆S(T1, T2) = S(T1, T2)− 1

2
[S(T1, T1) + S(T2, T2)] .

(36)
One can easily check that, with this definition, ∆S sim-
ply reduces to S2 for any transmission τ(ω), and thus
contains only shot noise like contributions. In the case
of an energy independent transmission, this definition
is of course equivalent to the one used before. Experi-
mentally, the measurement of this excess noise thus re-
quires three separate noise measurements (two thermal
noise measurements at different temperatures, followed
by a temperature gradient induced non-equilibrium noise
measurement). It enables, however, to bypass the need
for performing measurements at the average temperature
T̄ , which can be an advantage in some experimental de-
vices where fine tuning of the temperature is difficult.

B. Comparable reservoir temperatures

In the regime of small temperature gradient ∆T � T̄ ,
S1 can be expanded in powers of ∆T directly from the
temperature dependence of the conductance:

S1 =S0 +

(
∆T

2

)2 [
∂2
T (2TGd)

]
T̄

+
1

6

(
∆T

2

)4 [
4∂3
TGd + T∂4

TGd
]
T̄
, (37)

with S0 = 4T̄Gd(T̄ ). There we obtain a thermal noise,
albeit with the Landauer conductance replaced by the
differential conductance. From this, one readily sees that
the sign of the ∆T 2 term of the S1 contribution to the
noise is directly related to the way the conductance of
the junction varies as a function of the mean tempera-
ture, and could very well be negative for a specifically
designed transmission τ(ω). In particular, assuming a
power-law behavior for the conductance at low tempera-
ture, G(T ) ∼ αT γ , one is left with

S1 = S0

[
1 +

(
∆T

2T̄

)2
γ(γ + 1)

2

]
. (38)

For exponents γ satisfying −1 < γ < 0, this means that
the total noise S can be decreasing when increasing ∆T
(depending on the magnitude of the contribution from
S2, which is always positive).39

Alternatively, one can disregard the connection to the
zero bias differential conductance and expand the Fermi
function as in the constant transmission case, yielding

S1 = S0 −
e2

π

∫
dωτ(ω)

{(
∆T

2

)2

∂ω
[
∂2
T (Tf)

]
T̄

+
1

3

(
∆T

2

)4

∂ω

[(
∂3
T f
)
T̄

+
T̄

4

(
∂4
T f
)
T̄

]}
.

(39)

This can be similarly carried out for the noise contri-
bution S2, where keeping only terms up to O

(
∆T 4

)
, one

readily shows that

S2 =
e2

π
4T̄ 2

∫
dω τ(ω) [1− τ(ω)]

{(
∆T

2T̄

)2

[∂T f ]
2
T̄

+
T̄ 2

3

(
∆T

2T̄

)4 [
(∂T f)

(
∂3
T f
)]
T̄

}
. (40)

There is not much one can do at this stage to fur-
ther simplify the expressions for S1 and S2 without mak-
ing further assumptions about the transmission function
τ(ω). Before fully tackling the case of a Breit-Wigner
resonance, a first step to go beyond the constant trans-
mission results is to include small deviations, performing
an expansion near the Fermi energy, τ(ω) ' τ+ωτ ′. This
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Figure 3. Full noise S(∆T ) (left), thermal-like contribution S1 (center) and shot-noise-like contribution S2 (right) in units of
e2Γ, as a function of ∆T/2T̄ for different values of the dot level ε/Γ = 0, 1., 2., 3., 4. at T̄ = 0.1Γ.

was considered in a previous work9 and we recover here
similar results in the form

S1 = 4T̄G , (41)

S2 =

(
∆T

2T̄

)2

4G0T̄

[
τ(1− τ)

(
π2

9
− 2

3

)
−
(
τ ′T̄
)2
π2 7π2 − 60

45

]
, (42)

where G0 = e2

2π is the quantum of conductance.
Interestingly, when electron-hole symmetry is broken,

that is when τ(ω) is not an even function of energy any-
more, the current is non-vanishing and has an expansion
in terms of odd powers of ∆T :

〈I〉 =
∑
n=0

Dn

(
∆T

2T̄

)n
, (43)

where all even powers vanish when the two chemical po-
tentials are equal, and in this situation we have:

D1 =− e

π

∫
dωτ(ω)ω∂ωf , (44)

D3 =− e

π

∫
dωτ(ω)

{
ω∂ωf + ω2∂2

ωf +
1

6
ω3∂3

ωf

}
.

(45)

C. Cold reservoir case

In the cold reservoir regime, the two contributions to
the noise can be written as

S1 = 2TGd(T ) , (46)

S2 =
e2

π

∫
dω τ(ω) [1− τ(ω)] [f(ω)− θ(−ω)]

2
, (47)

and no further simplification can be achieved without
specifying further the shape of the transmission coeffi-
cient.

Again, one option is to resort to an expansion of the
transmission beyond the constant case. While this leads
to a rather trivial contribution for the thermal-like noise,
S1 = 2TG, the shot-noise like contribution reads

S2 =
e2

π

∫
dω

[
τ (1− τ)− ω2 (τ ′)

2
]

[f(ω)− θ(−ω)]
2

= 2G0T {τ (1− τ) (2 log 2− 1)

− (Tτ ′)
2

[3ζ(3)− 2ζ(2)]
}
, (48)

where, in addition to the log 2 term reminiscent of Ref. 3,
one readily sees that the first leading correction is always
negative, and could be significant for high enough tem-
perature T of the hot reservoir.

VI. BREIT-WIGNER ∆T NOISE:
COMPARABLE RESERVOIR TEMPERATURES

In this section we consider a symmetric device com-
posed of a single level QD in the absence of voltage bias,
with reservoir temperatures T1 ∼ T2. We focus on sym-
metric coupling to the leads for simplicity. The transmis-
sion coefficient then corresponds to a Breit-Wigner reso-
nance, Eq. (18), with equal escape rates Γ1 = Γ2 ≡ Γ/2,
namely

τ(ω) =
Γ2

(ω − ε)2 + Γ2
. (49)

Our goal here is to study the behavior of the noise created
by the temperature gradient as a function of the param-
eters T̄ /Γ and ε/Γ. ε 6= 0 corresponds to a breaking of
electron-hole symmetry. The noise is computed using the
general equations Eqs. (24)-(26).
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A. Zero voltage case

We choose ∆T/T̄ � 1 and thus characterize the noise
by studying the coefficients of the temperature gradient
expansion (C2, C4, etc.) as in Sec. IV A. However, before
considering the gradient series of the purely shot-noise-
like contribution S2, it is relevant to plot the total noise of
Eq. (24). Fig. 3 (left) shows the full noise S as a function
of the temperature bias ∆T , for several values of ε/Γ,
and a mean temperature T̄ = 0.1Γ. The curves show
immediately that, when the the QD level is on resonance
(ε = 0), or close enough to resonance, the noise is a
decreasing function of the temperature bias ∆T .

This result may seem counter-intuitive: for a given
average temperature, the total noise on resonance is re-
duced when a larger temperature gradient is imposed!
However, as explained in the previous section, this de-
creasing behavior is due to the thermal-like contribution
to the noise S1. The prefactor of ∆T 2 in S1 − S0 - [see
Eqs. (37) and (39)] - is negative, and dominates in S.
This is attributed to the power law behavior (see Sec. V)
of the differential conductance Gd(T ) associated with the
Breit-Wigner transparency τ(ω).

It is therefore only for a strongly detuned dot (ε >
several Γ) that the noise becomes an increasing function
of ∆T .

This fact is further illustrated in Fig. 3 (center) and
Fig. 3 (right), where the separate contributions S1 and
S2 are shown. One can see that S2 has a ∆T 2 increasing
contribution, while the S1 (also quadratic in ∆T ) may
decrease or increase as a function of ∆T depending on
the value of ε. As the variations of S1 tend to be larger
(in absolute value) than those of S2, the variations of the
full noise are mainly due to the S1 contribution. This
constitutes one of the central messages of this work on
energy dependent transmission.

We now focus solely on the shot noise-like contribution
S2, and on the coefficients of its expansion in powers of
∆T/(2T̄ ):

S2 = S0

[
C2

(
∆T

2T̄

)2

+ C4

(
∆T

2T̄

)4

+ · · ·
]
. (50)

Fig. 4 (top) shows the value of C2 as a function of ε/Γ
for different values of T̄ /Γ in the low temperature regime
(T̄ < Γ). One can see that for the lowest displayed aver-
age temperatures, the coefficient C2 has a minimum for
ε = 0, where the transparency of the dot is 1. For such
temperatures (lower two curves on the left), C2 increases
with ε in a monotonous way up to the value π2/9 − 2/3
[see Eq. (30)] for a tunnel junction (see Sec. IV A; the
tunnel limit is shown as the dashed line in Fig. 4). This
comes as no surprise. Indeed, for ε > Γ, the quantum dot
embedded between the two normal leads plays the role
of an adjustable QPC. This has been noticed in different
contexts,40,41 and the larger the ε, the more this effective
QPC becomes opaque and corresponds to a tunnel junc-
tion. Increasing slightly the average temperature, the

0 2 4 6 8 10
0.0

0.1

0.2

0.3

0.4

0.5

C2

ϵ /Γ

0.1

0.2

0.3

0.4

0.5

0 10 20 30 40
0.0

0.1

0.2

0.3

0.4

0.5

C2

ϵ /Γ

1.0

2.0

3.0

4.0

5.0

Figure 4. Coefficient C2 of the S2 contribution as a function
of ε/Γ, for temperatures T̄ /Γ = 0.1, 0.2, 0.3, 0.4, 0.5 (top) and
T̄ /Γ = 1, 2, 3, 4, 5 (bottom). The dashed line shows the value
of Eq. (30) at τ � 1 corresponding to a tunnel junction.

minimum of C2 shifts to ε ∼ Γ, and then C2 increases
until it saturates to the tunnel limit (τ � 1) of Eq. (30).

Similarly, Fig. 4 (bottom) shows the value of C2 as a
function of ε/Γ for different values of T̄ /Γ in the high
temperature regime (T̄ > Γ). For T̄ /Γ = 1, C2 first dips
down to a global minimum before increasing to the sat-
uration limit of a tunnel junction, as already observed in
the low temperature regime. For T̄ /Γ = 2, 3, 4, 5, C2 is
minimal at ε = 0, then increases rapidly before slowly os-
cillating towards the saturation value of the tunnel limit
for very large ε/Γ.

While the measurement of the C4 coefficient may be
less relevant in experiments because of data accuracy, on
the theory side it provides a control on the validity of the
gradient expansion. Fig. 5 (top) shows the value of C4

as a function of ε/Γ for different values of T̄ /Γ in the low
temperature regime (T̄ < Γ). In this regime, we observe
that the overall amplitude of C4 is small compared to that
of C2. For the lowest temperature, C4 is always negative,
it quickly reaches a global maximum before decreasing
back towards the saturation value value of Eq. (31) at
τ � 1 corresponding to a tunnel junction. For higher
temperatures in this plot, C4 peaks up to a positive value,
then dips down below the tunnel limit, before increasing
back to reach the saturation value.

Fig. 5 (bottom) shows the value of C4 as a function of
ε/Γ for different values of T̄ /Γ in the high temperature
regime (T̄ > Γ). This time we observe that the overall
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Figure 5. Coefficient C4 of the S2 contribution as a function
of ε/Γ, for temperatures T̄ /Γ = 0.1, 0.2, 0.3, 0.4, 0.5 (top) and
T̄ /Γ = 1, 2, 3, 4, 5 (bottom). The dashed line shows the value
of Eq. (31) at τ � 1 corresponding to a tunnel junction.

amplitude of C4 is comparable to that of C2, but as the
gradient expansion is justified only for ∆T � T̄ , we do
not see a noticeable effect in the curves of S2 from Fig. 3.
At these higher temperatures, C4 is positive for low val-
ues of ε/Γ, but after some oscillations above/below the
saturation level it reaches the tunnel limit, for all dis-
played temperatures.

B. Voltage and temperature biased case

We complete this section with the study of the com-
bined effects of voltage bias and temperature gradient,
persisting in the spirit of noise expansions in the tem-
perature gradient. We impose the voltage bias symmet-
rically on both leads as V1 = −V2 = V/2, which means
that the breaking of electron-hole symmetry is still con-
trolled by ε. The calculations of the unbiased case can
be straightforwardly extended to include a voltage, by
defining the excess noise as:

∆S(T1, T2,V1, V2) = S(T1, T2, V1, V2)

− 1

2
[S(T1, T1, V1, V1) + S(T2, T2, V2, V2)] .

(51)

As in the absence of voltage noise, the excess noise con-
tains only the non-equilibrium part of the noise, and thus
reduces to the S2 contribution. In the regime of a small
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Figure 6. Full noise S = S1 +S2 in units of e2Γ, as a function
of the applied voltage V/Γ, for different values of the resonant
level position ε/Γ, for a mean temperature T̄ = 0.1Γ and a
temperature gradient ∆T = 0.02Γ.

temperature bias, we can again perform a development
in powers of ∆T/(2T̄ ), see Eq. (50). Note that, when a
bias voltage is applied and when electron-hole symmetry
is broken by using ε 6= 0, the development also contains
odd powers of ∆T/(2T̄ ). The coefficients are specified in
Appendix C 1.

Before showing the results for the coefficient Cn, it is
instructive to look at the full noise (containing the con-
tributions S1 and S2) as a function of the bias voltage V ,
for a fixed temperature bias. This is shown for different
values of ε in Fig. 6 for the case of an average tempera-
ture T̄ = 0.1Γ and a temperature bias ∆T = 0.02Γ. On
the left of the figure, the value for V = 0 corresponds
to the full DTN studied so far. The behavior when a
finite voltage V is applied is strongly dependent on the
value of ε. Typically, the noise increases quickly with
voltage, as it gets largely dominated by the shot noise
contribution. For ε = 0, it is nearly independent of V up
to V ' Γ, this is due to a competition between the two
noise contributions as the transparency is close to 1 in
this case.

We now come to the coefficients of the ∆T depen-
dence of the noise. The behavior of the coefficients
C1, C2, C3, C4 as a function of the voltage bias V is shown
in Fig. 7. One can see on these four graphs that the bias
voltage has a strong impact on the coefficients, as it can
induces sign changes and a complex behavior. The C1

coefficient, which is always zero in the absence of voltage
bias, becomes non-zero when a voltage is applied and the
resonant level energy is non-zero, which means that the
main dependence of the excess noise on the temperature
bias becomes linear in this regime. Depending on the
value of V , the coefficient C1 can be positive or negative,
but tends to be negative for larger values of V . Simi-
larly, the coefficient C2, which is always positive when
no bias voltage is applied, can become negative when V
is large enough. The coefficients for higher orders, C3

and C4 also show complex oscillations as a function of
the voltage.
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Figure 7. Coefficients C1, C2, C3, C4 of the development of the excess noise in powers of ∆T/(2T̄ ) as a function of the bias
voltage, for different values of the resonant level position ε, for a temperature T/Γ = 0.1.

VII. BREIT-WIGNER ∆T NOISE: COLD
RESERVOIR CASE

Still focusing on the case of a quantum dot described
by a Breit-Wigner resonance as in Sec. VI, we consider
here the opposite regime where the temperature bias is
maximal, with T1 = T and T2 = 0. In this regime, we
study the behavior of the excess noise S2 as the tem-
perature T of the hot reservoir is varied. We consider
here two distinct regimes: the small (large) temperature
regime T � Γ (Γ� T ).

In the cold reservoir case, one of the two Fermi func-
tions is assumed to be a step function. From Eq. (26),
the noise for a system under a bias V (with ±V/2 ap-
plied on the right/left contact respectively) is then given
by the integral :

S2 =
e2

π

∫ ∞
−∞

dωF (ω)

[
f

(
ω − V

2

)
−Θ

(
−ω − V

2

)]2

,

(52)

where

F (ω) ≡ τ(ω) [1− τ(ω)] , (53)

with the Breit-Wigner transmission τ(ω), given in
Eq. (49). Note that in this section, no substantial com-
plexity arises from further including a voltage bias in
addition to the temperature gradient, so here we provide
general expressions of the noise in the presence of both
off-equilibrium conditions. We specify the unbiased case
when relevant.

A. Small temperature regime Γ� T

We use the assumption that the typical width Γ of
F (ω) is much larger than T . One can then use a Taylor
series of F (ω) in Eq. (52) and exploit the properties of the
Fermi function, which results into a development of S2

in powers of T/Γ. In Appendix C 2, we derive analytical
expressions of this expansion with the result:

S2 =
e2

π

{
(2 ln 2− 1)F

(
V

2

)
T +

∞∑
m=1

[
(2− 21−2m)ζ(2m+ 1)− (2− 22−2m)ζ(2m)

]
F (2m)

(
V

2

)
T 2m+1

+

∞∑
k=0

ck

(
V

T

)
F (k)

(
V

2

)
T k+1

}
, (54)

where F (n)(ω) = (∂nF/∂ωn), ζ(n) is the Riemann zeta function and the ck
(
V
T

)
coefficients, which vanish at V =
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bias, V = 0. The curve for ε = 0 has been multiplied by 60
to be visible on the graph.

0 are specified in Appendix C 2..
We start with the unbiased case. In Ref. 12, the first

terms of the series of Eq. (54) were derived for zero bias
with the corresponding result:

S2 =
e2

π
[(2 log 2− 1)F (0)T

+

(
3

2
ζ(3)− ζ(2)

)
F ′′(0)T 3 + ...

]
, (55)

where the log 2 factor is reminiscent of the result of Ref. 3
which focuses on the total noise rather than the sole
shot-noise-like contribution. This equation shows that
the generic behavior is S2 is linear as a function of T ,
with a slope proportional to τ(0) [1− τ(0)]. This factor
is typical for shot noise, and because the temperature is
much smaller than the typical width Γ of τ(ω) [1− τ(ω)],
it is only probed at ω = 0. It is therefore only when
τ(0) [1− τ(0)] = 0 that the behavior of S2 is non-linear
in T , with a T 3 behavior. Importantly, this happens only
at the dot resonance (ε = 0).

For ε = 0, one thus has S2(T, 0) ∝ T 3/Γ2, while off-
resonance, for ε 6= 0, S2(T, 0) ∝ αT +βT 3 is a superposi-
tion of a (positive) linear contribution and a cubic contri-
bution, whose prefactor β may change sign. This prefac-
tor is related to the second derivative F ′′(0), whose sign
depends on the position of ε with respect to the inflec-
tion points of F (ω). Indeed, as ω and ε play a similar role
in F (ω), we can use the information of the Breit-Wigner
transmission at ε = 0 in order to understand the behavior
of the excess noise when the dot position is shifted. For
ε = 0, F (ω) has two maxima at ω± = ±Γ, and four inflec-

tion points at ω1± = ±
√

4−
√

13
3 Γ and ω2± = ±

√
4+
√

13
3 Γ.

It follows that when ε is below ω2−, above ω2+ or in the
interval [ω1−, ω1+], β is positive and changes sign other-
wise.

The behavior of S2(T ) is illustrated in Fig. 8, computed
numerically from Eq. (52) for several values of ε/Γ. For
ε = 0, we observe the T 3 behavior, with a noise amplitude
much smaller than the other cases obtained for ε 6= 0

(note that the curve for ε = 0 has been multiplied by 60
to be visible on the plot along with the other ones). The
slope of the linear behavior is maximal for ε = Γ, and
then decreases as ε gets larger and we reach the tunnel
regime. This is consistent with the expression of Eq. (55)
where the slope of the linear in T term is proportional to
F (0), with the typical log 2 factor.3

One important conclusion of this section devoted to the
cold reservoir case in the regime T � Γ is that, contrarily
to the situation where both reservoirs have comparable
temperatures, the excess noise contains only odd pow-
ers of the temperature difference T (in the absence of a
voltage bias). According to the small voltage expansion
provided in Appendix C 2, even powers of T might show
up when V 6= 0, and these contributions are fully control-
lable. Note however that given the starting assumption
that T � Γ, the cubic contribution to S2 could only
be detectable in experiments very close to or exactly on
resonance.

B. Large temperature behavior

We now consider the opposite limit T � Γ. Our start-
ing point is once again Eq. (52), where as a first step, we
focus on the simpler case of a resonant level ε = 0 and a
vanishing voltage bias V = 0. We thus obtain:

S2 =
e2

2π

∫ +∞

0

dω
Γ2ω2

(Γ2 + ω2)
2

[
tanh

( ω
2T

)
− 1
]2

. (56)

In this situation, the Fermi function has slow variations
compared to the sharp two-peak structure of F (ω) which
shows maxima at ω± = ±Γ. This allows us to approxi-
mate the above expression as follows

S2 '
e2

2π

[
tanh

(
Γ

2T

)
− 1

]2 ∫ +∞

0

dω
Γ2ω2

(Γ2 + ω2)
2

' e
2

2π
Γ
π

4
, (57)

so that the shot-noise-like contribution saturates to a
constant value at large enough temperature.

It is however interesting to try and go beyond this ap-
parent saturation. Starting back from Eq. (56), changing
variables with u = ω/Γ, then performing an expansion
in Γ/(2T ) one is left with

S2 =
e2

2π
Γ

[
π

4
+ 2

Γ

2T
log

Γ

2T
+O

(
Γ

2T

)]
. (58)

As it turns out, this first correction largely dominates,
even when one deviates from resonance, or upon applying
a voltage bias, provided that these satisfy |ε| , |V | � T .

As a conclusion for the case Γ � T , one can obtain
approximate, but analytic results for the excess noise S2.
Close to resonance, this noise saturates to the value:

S2 ≈
πe2Γ

4h
, (59)
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which means that the quantum dot resonance defines
some sort of a “bias window” of width of order Γ. This
saturation is quite robust, even off-resonance, as long as
the temperature is much larger than both the dot energy
level ε and voltage bias V , in addition to Γ.

VIII. CONCLUSION

We provided an historical perspective of its deriva-
tion in terms of equilibrium-like (S1) and shot noise-like
(S2) contributions. This formula has been re-derived
using two distinct approaches. First, the wave packet
approach (for fermions) instigated by Landauer was re-
viewed. Next, we used the Keldysh formalism of non-
equilibrium quantum field theory for a general tight bind-
ing model describing both QD and leads, which consti-
tutes an extension of the derivation of the current due to
Caroli et al..1.

We summarized known results for a constant trans-
mission coefficient when the reservoir temperatures are
comparable, recalling that S1 = S0 does not depend on
the temperature gradient. We stressed the additional
relevance of the cold reservoir case, where the gradient
expansion of DTN fails.

We moved on to generalize these results for an energy
dependent transmission, first in the absence of bias. In
this more general situation, the thermal-like contribution
S1 can be related to the zero bias differential conduc-
tance (which depends on either reservoir temperature)
and its derivatives. The energy dependent transmission
motivates to redefine the excess noise,12 which turns out
to correspond solely to S2. Indeed, the proper measure-
ment of DTN should imply two equilibrium noise mea-
surements at T1 and T2, followed by a non-equilibrium
noise measurement in the presence of a temperature gra-
dient. Close to resonance, we pointed out the counter-
intuitive result that for a given average temperature, the
total noise S1 + S2 decreases with an increasing temper-
ature gradient, which is attributed to the dominance of
the thermal contributions.

We applied our results to the Breit-Wigner case of a
single level QD. When the reservoir temperatures are
comparable, the gradient expansion contains only even
powers of the ratio ∆T/(2T̄ ). The coefficients C2 and
C4 were expressed in terms of an energy integral imply-
ing higher derivatives of the distribution function [in the
event that electron-hole symmetry is broken, the current
bears a similar expansion, this time in terms of odd pow-
ers of ∆T/(2T̄ )]. As a function of the dot level position,
close to resonance, C2 bears a minimum, and eventually
increases in order to saturate to the expected tunnel limit
(C4 also saturates to its own tunnel limit far from res-
onance). C4 has an amplitude which is small compared
to that of C2 for average temperatures which are small
compared to the dot line width, but become comparable
to C2 for higher temperatures. At any rate, the gradient
expansion seems justified when ∆T < T̄ . The results are

only slightly modified in the presence of a small bias volt-
age, giving us some confidence that a voltage generated
by thermoelectric effect should not alter our conclusions.

Another interesting limit concerns the situation where
one of the reservoirs is set at zero temperature. We de-
rived analytic expressions for the excess noise S2 in the
form of infinite, odd power series in the ratio T/Γ (which
was assumed to be small). Odd powers such as T 3 domi-
nate only when the dot is placed on resonance. Off reso-
nance, we expect the excess noise to be linear in T as in
the case of a tunnel junction. On the other hand when
T � Γ (the opposite limit), we showed that the excess
noise saturates to a constant value which is independent
of temperature, as if the width of the resonance played
the role of a bias window.

Along the course of this study, we noticed that Refs. 9
and 13 addressed DTN and its generalization to include
a voltage bias for a similar situation, with a Breit-Wigner
transmission. While the results match with these works
in the parameter range where there is overlap, our work
mainly covers different regimes, and focuses on the evo-
lution of different quantities than the ones explored in
these studies.

The present results could be probed experimentally
using an atomic break junction with a “molecule” em-
bedded between the two leads, which plays the role of a
QD. Care should be taken to use a molecule which cou-
plings to the leads are sufficiently weak as to define a QD
with quantized energy levels (thus ruling out the use of
an hydrogen molecule which has the opposite property).
However in such a setup, it is typically difficult to ap-
proach the molecule with a side gate, which is necessary
to probe the on/off resonance condition (an overall back
gate would be necessary to tune the dot level). Alter-
natively, one could work with a two-dimensional electron
gas defined in a semi-conductor heterostructure, with two
QPC defining the dot as in Fig 1, and side gates to tailor
the properties of the QD level.

Possible extensions of this work include:

a) Accounting for electronic correlations in the QD: if
this dot has a small capacitance, Coulomb blockade ef-
fects, or even Kondo physics could be at play. Scattering
theory cannot access such phenomena straightforwardly
and one could possibly resort to a perturbative treat-
ment of the Coulomb interaction on the QD using the
Keldysh formalism, albeit in a current conserving man-
ner. This was achieved previously by some of the authors
in the context of hybrid superconducting devices.42 For
the Kondo regime, there exists a recent study.12

b) The extension to temperature and voltage biased
multichannel, multiterminal devices,43 which would re-
quire a substantial dose of linear algebra, as in Refs. 29
and 44 for the purely voltage biased case. In full gen-
erality, many of the previous studies on noise in meso-
scopic/nanoscopic systems could be repeated for an un-
biased system subject to a temperature gradient. For in-
stance, as two particle interference effects were predicted
to appear in the noise of voltage biased devices,45,46 with
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connections to non-local entanglement. It would be in-
teresting to probe whether such effects also occur when
a temperature gradient is imposed, as usually the tem-
perature typically contributes to decoherence effects.

c) The study of DTN at finite frequencies: in voltage
biased ballistic mesoscopic systems such as a QPC, finite
frequency excess noise has a singular derivative when the
frequency matches the voltage. It would be pertinent to
see if the noise spectrum bears peculiar features associ-
ated with the presence of a temperature gradient.

ACKNOWLEDGMENTS

This work has been carried out under COVID-19 cir-
cumstances with teleworking conditions. One of the au-
thors (TM) dedicates this work to the memory of André
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Appendix A: Wavepacket approach to the noise
formula

1. Two fermion collision in the wave packet
approach

Here, we argue that the Pauli principle prohibits the
double occupancy of outgoing states, and we compute
the amplitude of other outcomes where the two electrons
are either transmitted or reflected in opposite reservoirs.
Special attention is taken for the case where two electrons
are incident - from the right and from the left - with
occupancy f1f2.

Naively speaking, if electrons were classical objects,
one would expect the following 4 possibilities:

a) both electrons end up on the right, with an “appar-
ent” probability Pa = τf1(1− τ)f2.

b) both electrons end up on the left, with an “appar-
ent” probability Pb = (1− τ)f1τf2.

c) both electrons are transmitted with probability Pc =
τ2f1f2.

d) both electrons are reflected with probability Pd =
(1− τ)2f1f2.

In Refs. 30, 31, and 33 it was argued correctly that
processes a) and b) are forbidden by the Pauli princi-
ple because the two outgoing electrons end up in the
same state. We argue here that indeed the amplitudes
Aa and Ab (rather than probabilities) associated with
a) and b) vanish because the wave function associated
with the two electrons remains antisymmetric, through-
out the evolution, which yields Pa = Pb = 0. The fact
that Pc+Pd 6= f1f2 is worrisome, as the sum of the prob-
abilities for these processes should satisfy this relation.

Pauli

Pa = 0

Pauli

Pb = 0

|Ac + Ad| = 1

Ac Ad

Figure 9. Situation where two fermions are incident from both
leads, with occupancy probability f1f2. Top: processes a and
b which are forbidden by the Pauli principle, and whose am-
plitude vanishes. Bottom: indistinguishable processes c and d
which lead to zero charge transfer and whose total amplitude
has an absolute value equal to 1.

However, the reasoning behind events c) and d) is in-
correct: one cannot dissociate these two events, because
the incoming and outgoing states are the same for c) and
d) and the two incoming electrons are identical particles.
The two corresponding amplitudes Ac and Ad are shown
here to add up to one, apart from a complex phase factor.

The scattering matrix associated with the evolution of
electrons traveling through the scattering region reads:

s =

(
r t
t r′

)
=

(√
1− τeiφ′ √

τeiφ

√
τeiφ −

√
1− τe−iφ′+2iφ

)
. (A1)

For fermions, the wave function of the two incoming
electrons (from opposite sides of the sample) is antisym-
metric:

Ψi(x1, x2) =
1√
2

(1− P̂21)ϕi1(x1)ϕi2(x2) , (A2)

where P̂21 is the permutation operator, ϕi1(x1) and
ϕi2(x2) are the single particle wave functions of the in-
coming states at the two outputs.

Similarly, the outgoing state is also anti-symmetrized

Ψo(x1, x2) =
1√
2

(1− P̂21)ϕoj (x1)ϕok(x2) , (A3)

with j, k = 1, 2. The anti-symmetrized two-particle state
has no weight if the two electrons end up in the same
output state (j = k), a direct reflection of the Pauli prin-
ciple. One concludes that the final state has j = 1, k = 2
or j = 2, k = 1.

In order to compute the amplitude associated with 2
electrons being both transmitted or both reflected, we
need to consider the overlap between the final state and
the (evolved) initial state:

Ac +Ad ≡〈Ψo|U |Ψi〉

=

∫
dx1dx2ϕ

∗
o1(x1)ϕ∗o2(x2)(1− P̂21)

× Uϕi1(x1)ϕi2(x2) , (A4)
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where we used the standard assumption that P̂21 com-
mutes with the two particle evolution operator U (a ten-
sor product of the scattering matrices), which yields:

Ac +Ad =

∫
dx1dx2ϕ

∗
o1(x1)ϕ∗o2(x2)(1− P̂21)

× [tt′ϕo2(x1)ϕo1(x2) + rr′ϕo1(x1)ϕo2(x2)]

=− tt′ + rr′

=eiπ+2iφ , (A5)

where we used the orthogonality relation between oppo-
site outgoing states.

The conclusion is that the doubly occupied state which
corresponds to zero net current g = 0 has the probability:

Pc+d = |Ac +Ad|2f1f2 = f1f2 . (A6)

The variance of Eq. (3) has only contributions from
g = ±1:〈
g2
〉
− 〈g〉2 = τf1(1− f2) + τf2(1− f1)− τ2(f1 − f2)2 ,

(A7)
and the STN formula of Eq. (4) is recovered.

2. Two boson collision

It is interesting to compare the previous result for two
bosons incoming from different reservoirs, where the in-
coming and outgoing two-particle state is symmetric.

Ψi(x1, x2) =
1√
2

(1 + P̂21)ϕi1(x1)ϕi2(x2) , (A8)

and similarly for the two particle outgoing state, which
has now three outcomes:

a) both bosons end up in different outputs:

Ψo(x1, x2) = 1+P̂21√
2
ϕo1(x1)ϕo2(x2)

b) both bosons end up in the same state on the right:
Ψo(x1, x2) = ϕo2(x1)ϕo2(x2)

c) both bosons end up on the left: Ψo(x1, x2) =
ϕo1(x1)ϕo1(x1)

A calculation similar to that of fermions leads to the
result:

Aa =

∫
dx1dx2ϕ

∗
o1(x1)ϕ∗o2(x2)(1 + P̂21)

× [tt′ϕo2(x1)ϕo1(x2) + rr′ϕo1(x1)ϕo2(x2)]

=tt′ + rr′

=(2τ − 1)eiφ . (A9)

The associated probability is:

Pa = |Aa|2f1f2 = (4τ2 + 4τ + 1)f1f2 . (A10)

When the two bosons end up on the right:

Ab =

∫
dx1dx2ϕ

∗
o2(x1)ϕ∗o2(x2)

1 + P̂21√
2

tr′ϕo2(x1)ϕo2(x2)

=
√

2tr′ . (A11)

When two bosons end up on the left :

Ac =
√

2t′r , (A12)

and the associated probabilities are:

Pb = Pc = 2τ(1− τ)f1f2 . (A13)

The presence of the extra factor 2 reflects the bunching
character of bosons. Note that |Aa|2 + |Ab|2 + |Ac|2 = 1
as expected.

Appendix B: Microscopic derivation

Here we provide some additional details concerning the
derivations of Sec. III.

Working out the product of matrices of Eq. (11) ex-
plicitly in the site basis, one has

G±∓aa =λ2
aG

R
aaG

A
aag
±∓
α + λ2

bG
R
abG

A
bag
±∓
β , (B1)

G±∓αα =
(
1 + λaG

R
αa

) (
1 + λaG

A
aα

)
g±∓α + λ2

bG
R
αbG

A
bαg
±∓
β ,

(B2)

G±∓αa =
(
1 + λaG

R
αa

)
λaG

A
aag
±∓
α + λ2

bG
R
αbG

A
bag
±∓
β , (B3)

G±∓aα =λaG
R
aa

(
1 + λaG

A
aα

)
g±∓α + λ2

bG
R
abG

A
bαg
±∓
β , (B4)

where we used that all contributions involving
g±∓aa , g

±∓
ab , g

±∓
ba and g±∓bb vanish (see Ref. 36). Us-

ing the first two expressions, the last two can be further
rewritten as

G±∓αa =λa
(
g±∓α GAaa + gRαG

±∓
aa

)
, (B5)

G±∓aα =λa
(
gAαG

±∓
aa + g±∓α GRaa

)
. (B6)

Combining Eq. (B5) and Eq. (B6), one can write

G+−
αa −G+−

aα = λa
[
g+−
α

(
GAaa −GRaa

)
+
(
gRα − gAα

)
G+−
aa

]
. (B7)

Keeping in mind that GA−GR = G+−−G−+ and gR−
gA = g−+ − g+−, this can be further reduced to

G+−
αa −G+−

aα =λa
[
g−+
α G+−

aa − g+−
α G−+

aa

]
=λaλ

2
bG

R
abG

A
ba

[
g−+
α g+−

β − g−+
β g+−

α

]
,

(B8)

where we used the expression for G±∓aa given in Eq. (B1).
Substituting then the expression for the bare lead Green’s
functions leads back to the formula for the mean current
quoted in the main text, Eq. 16.

Using Eqs. (B5)-(B6) for G±∓αa and G±∓aα along with
Eq. (B1) for G±∓aa , one has

G±∓αa =λaG
A
aa

(
1 + λ2

ag
R
αG

R
aa

)
g±∓α + λaλ

2
bG

R
abG

A
bag

R
α g
±∓
β ,

(B9)

G±∓aα =λaG
R
aa

(
1 + λ2

ag
A
αG

A
aa

)
g±∓α + λaλ

2
bG

R
abG

A
bag

A
α g
±∓
β .

(B10)
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Combining these two with Eq. (B1) for G±∓aa and
Eq. (B2) for G±∓αα , one can rewrite the integrand of
Eq. (20) for the zero frequency noise as

IN =G−+
αa G

+−
αa −G−+

αα G
+−
aa −G−+

aa G
+−
αα +G−+

aα G
+−
aα

=λ2
a

[
GAaa −GRaa + λ2

a

(
gRα − gAα

)
GAaaG

R
aa

]2
g−+
α g+−

α

+ λ2
aλ

4
b

(
GRabG

A
ba

)2 (
gAα − gRα

)2
g−+
β g+−

β

+
[
−1 + λ2

a

(
gRα − gAα

)
GAaa

] [
1 + λ2

a

(
gRα − gAα

)
GRaa

]
× λ2

bG
R
abG

A
ba

(
g−+
α g+−

β + g−+
β g+−

α

)
. (B11)

At this stage, it is useful again to notice that GA−GR =
G+− −G−+ and g+− − g−+ = gA − gR, so that one has

GAaa −GRaa = G+−
aa −G−+

aa

= λ2
aG

R
aaG

A
aa

(
gAα − gRα

)
+ λ2

bG
R
abG

A
ba

(
gAβ − gRβ

)
, (B12)

which allows to write

GAaa −GRaa + λ2
a

(
gRα − gAα

)
GAaaG

R
aa

= λ2
bG

R
abG

A
ba

(
gAβ − gRβ

)
,

(B13)

as well as[
−1 + λ2

a

(
gRα − gAα

)
GAaa

] [
1 + λ2

a

(
gRα − gAα

)
GRaa

]
= −1 + λ2

aλ
2
bG

R
abG

A
ba

(
gAβ − gRβ

) (
gRα − gAα

)
,

(B14)

ultimately leading to

IN =λ2
aλ

4
b

(
GRabG

A
ba

)2
×
[(
gAβ − gRβ

)2
g−+
α g+−

α +
(
gAα − gRα

)2
g−+
β g+−

β

]
−
[
1 + λ2

aλ
2
bG

R
abG

A
ba

(
gAβ − gRβ

) (
gAα − gRα

)]
× λ2

bG
R
abG

A
ba

(
g−+
α g+−

β + g−+
β g+−

α

)
, (B15)

which is the expression quoted in the main text, Eq. (21),
after substituting the bare lead Green’s functions.

Appendix C: ∆T noise in the presence of a voltage

In this appendix, we provide formulas for the volt-
age dependence of DTN in the presence of a voltage
bias which respects electron-hole symmetry, both when
the reservoir temperatures are comparable and when one
reservoir is set to zero temperature.

1. Comparable temperatures

C0 =
e2

πS0

∫
dω τ(ω) [1− τ(ω)]

(∑
σ=±

σf̄σ

)2

, (C1)

C1 =
T̄ e2

πS0

∫
dω τ(ω) [1− τ(ω)]

2
∑

σ,σ′=±
σf̄σ × ∂T̄ f̄σ′

 , (C2)

C2 =
T̄ 2e2

πS0

∫
dω τ(ω) [1− τ(ω)]

(∑
σ=±

∂T̄ f̄σ

)2

+
∑

σ,σ′=±
σf̄σ × σ′∂2

T̄ f̄σ′

 , (C3)

C3 =
T̄ 3e2

πS0

∫
dω τ(ω) [1− τ(ω)]

 ∑
σ,σ′=±

(
∂T̄ f̄σ × σ′∂2

T̄ f̄σ′ +
1

3
σf̄σ × ∂3

T̄ f̄σ′

) , (C4)

C4 =
T̄ 4e2

πS0

∫
dω τ(ω) [1− τ(ω)]

1

4

(∑
σ=±

σ∂2
T̄ f̄σ

)2

+
∑

σ,σ′=±

(
1

3
∂T̄ f̄σ × ∂3

T̄ f̄σ′ +
1

12
σf̄σ × σ′∂4

T̄ f̄σ′

) , (C5)

where f̄σ are the lead distributions evaluated at T̄ (f+

for lead 1 at voltage V/2, f− for lead 2 at voltage −V/2).
Note that the presence of the voltage bias implies that
there is a finite shot noise for ∆T = 0, which leads to a

coefficient C0 6= 1. The integrand in these expressions
can be cast into energy derivatives using the relation

∂T f̄σ = −ω−σV/2T ∂ω f̄σ. We obtain similar expressions
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for the current expansion coefficients:

Dn =
e

2π

∫
dωτ(ω)

1

n!

∑
σ=±

(
−ω − σV/2

T
∂ω

)n
σf̄σ .

(C6)

2. Cold reservoir

We define I = π
e2S2. We wish to evaluate this integral

using a Taylor expansion of F (ω) in frequency.
We first remark that[
f

(
ω − V

2

)
−Θ

(
−ω − V

2

)]2

=T
df

dω

(
ω − V

2

)
+ g

(
ω − V

2

)
,

(C7)

where g(ω) = f(ω)− 2f(ω)Θ(−ω − V ) + Θ(−ω − V ).
We decompose I in two terms I = I1 + I2, and we

evaluate these two contributions separately.

I1 = T

∫ ∞
−∞

dωF

(
ω +

V

2

)
df

dω
(ω) , (C8)

where we may substitute F
(
ω + V

2

)
by its Taylor expan-

sion

F

(
ω +

V

2

)
=

∞∑
k=0

F (k)

(
V

2

)
ωk

k!
, (C9)

so that

I1 = −TF
(
V

2

)
+ T

∞∑
k=1

1

k!
F (k)

(
V

2

)∫ ∞
−∞

dωωk
df

dω
(ω) .

(C10)
We thus have to compute for k > 0:

T

∫ ∞
−∞

dω ωk
df

dω
(ω) =

−T k+1

4

∫ ∞
−∞

du
uk

cosh2(u/2)
.

(C11)
When k is odd the integral vanishes, whereas for even

k = 2m it reads (see Ref. 47, 3.527.3)∫ ∞
0

du
u2m

cosh2(u/2)
= 2

(
2− 41−m) (2m)! ζ(2m), (C12)

leading to a new expression for I1:

I1 = −T F
(
V

2

)
−
∞∑
m=1

T 2m+1F (2m)

(
V

2

)
× (2− 41−m)ζ(2m) , (C13)

where the coefficients converge quite rapidly towards 2,
as can be seen from the first few values shown in Tab. I.

Table I. Coefficients entering the expansion of I1.

m 1 2 3 4 5(
2− 41−m)

ζ(2m)
π2

6

7π4

360

31π6

15120

127π8

604800

73π10

3241440

≈ 1.64493 1.89407 1.9711 1.99247 1.99808

We now turn to the computation of I2:

I2 =

∫ ∞
−∞

dωF

(
ω +

V

2

)
g (ω)

=

∫ ∞
0

dω

[
F

(
V

2
− ω

)
+ F

(
V

2
+ ω

)]
f (ω)

+

∫ −V
0

dωF

(
ω +

V

2

)
tanh

( ω
2T

)
. (C14)

Again using the Taylor expansion of F , we are left with
an expression involving two sets of integrals, namely

I2 =2

∞∑
m=0

F (2m)

(
V

2

)
T 2m+1am

+

∞∑
k=0

F (k)

(
V

2

)
T k+1ck

(
V

T

)
, (C15)

with

am =
1

(2m)!

∫ ∞
0

dε
ε2m

1 + eε
, (C16)

ck (µ) =
1

k!

∫ −µ
0

dεεk tanh
( ε

2

)
. (C17)

The first set of integrals can be readily obtained as (see
Ref. 47, 3.552.3)

am =

{
(1− 4−m)ζ(2m+ 1) : m > 0

ln(2) : m = 0
(C18)

The remaining set of integrals can be obtained through
a power expansion in its argument µ yielding

ck (µ) =

∞∑
n=0

µn

n!
c
(n)
k (0) . (C19)

One readily sees that the first two terms of the expansion
identically vanish for all values of k, while for n ≥ 2, one
has

c
(n)
k (0) =

(−1)n

k!

dn−1

dεn−1

[
εk tanh

( ε
2

)]
ε=0

=

{
(−1)n(n−1)!

k! C
(
n−k

2

)
if (n− k) > 0 and even

0 otherwise

(C20)

where

C(m) = 4(−1)1+m 22m − 1

(2π)2m
ζ(2m) . (C21)
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The combination of Eqs. (C16)-(C21) with Eq. (C15)
leads to the full expression for I2, which although com-
plete is not totally practical. One option at this stage is
to slightly simplify the resulting expression by resorting
to a perturbative expansion in V/T . In particular, keep-

ing all terms up to O
[(
V
T

)4]
, this allows to write the set

of integrals ck
(
V
T

)
as

c0

(
V

T

)
=

1

4

(
V

T

)2

− 1

96

(
V

T

)4

, (C22)

c1

(
V

T

)
=− 1

4

(
V

T

)3

, (C23)

c2

(
V

T

)
=

1

16

(
V

T

)4

. (C24)

Note that all terms associated with k ≥ 3 can be dropped

as they only contribute to order O
[(
V
T

)5]
at best.

An alternative derivation involves writing the set of
integrals in terms of the polylogarithm function Lin(z).
In particular, one can readily show that

ck (µ) =
(−µ)

k+1

(k + 1)!
− 2

k+1∑
n=1

(−µ)
k+1−n

(k − n+ 1)!
Lin (−eµ)

+ 2Lik+1 (−1) , (C25)

where one may bear in mind that there is a connection
between the polylogarithm and the zeta functions, in par-
ticular Lik+1 (−1) =

(
2−k − 1

)
ζ(k + 1).
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