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Jon Aaronson: Rational weak mixing in infinite measure spaces 

Motivated by an example of E. Hopf (1937),   K. Krickeberg (1967)
introduced  a topological  ratio mixing property which is enjoyed by
Markov shifts with the   strong ratio limit property.
The theory of   weakly wandering sets  as  developed by Hajian and
Kakutani (1964) shows that there is no  measure theoretic version
of this ratio mixing property.
Nevertheless,  Hopf's example is  "rationally weak mixing" in a sense
which implies that for every pair of  measurable sets in a hereditary
ring,  ratio mixing is satisfied along a subsequence of density one.
If there's time, we'll also discuss some
 questions arising for Markov shifts and other infinite measure
preserving transformations. 

Jose Alves: TBA

Viviane Baladi: Exponential decay of correlations for piecewise hyperbolic contact flows
Strong ergodic properties (such as exponential mixing) have been proved
for various smooth dynamical systems by first obtaining a spectral gap for
a suitable "transfer" operator acting on an appropriate Banach space. Some
natural dynamical systems, such as discrete or continuous-time billiards,
are only piecewise smooth, and the discontinuities pose serious technical
problems in the definition of the Banach norm. In the discrete-time
situation, with Sebastien Gouezel (J Mod Dyn 2010), we overcame these
problems by using classical tools such as complex interpolation on
anisotropic Sobolev Triebel spaces, and an old result of Strichartz on
Fourier multipliers. With Carlangelo Liverani, we now obtain exponential
decay of correlation for piecewise hyperbolic contact flows. This is
possible by combining the ideas in the work with Gouezel on discrete-time
dynamics with techniques developed by Liverani a few years ago (based on
ideas introduced by Dima Dolgopyat) to study contact Anosov flows.
Wlodek Bryc: Large deviations for the leaves in some random trees 
Based on a  work with C. David Minda and Sunder Sethuraman) Advances in Applied Probab., 41 (2009), 845-873
Leonid Bunimovich: BEST SINK AND BEST SOURCE IN A FINITE MARKOV CHAIN.

Surprisingly some natural properties of finite Markov chains were never studied.
A reason is that these properties are finite time (rather than asymptotic in time) ones. Traditionally dynamical systems theory borrows methods and results from probability theory when dealing with statistical properties. Here the things were gone another way and (in particular) two questions in the title can be effectively answered. 

Jean-René Chazottes: On Poisson law for the number of visits to balls
I shall present an approximation by a Poisson law
for the number of visits to balls in systems modelled
by a Young tower with exponential tails and having
one-dimensional unstable manifolds. This applies
in particular to the Henon attractor. 

Jerome Dedecker: Moderate deviations and exponential bounds for functions of expanding maps

Let T be an expanding map of the unit interval, and
Sn(f)= f o T+ ... + f o T^n, where f is some continuous function.
If T is uniformly expanding, I will give some conditions on the modulus of
continuity of f ensuring that Sn(f) satisfies a moderate deviation principle.
If T has a neutral fixed point at zero, I will give some conditions on
the behaviour of f around zero ensuring that Sn(f) satisfies an
Hoeffding-Azuma inequality. Based on two papers:
the first one with F. Merlevède, M. Peligrad and S. Utev (Ann. IHP 2009),
the second one with  F. Merlevède  (High dimensional probability 2009). 

M. Demers: TBA

Manfred Denker: Combinatorics of Avalanche Dynamics
We derive the identity $$\sum_{r=1}^n\sum_{k_1,...,k_r\ge 1: \sum_{i=1}^r k_i= n} \frac {n!}
k_1!k_2!...k_r!}k_1^{k_2}...k_{r-1}^{k_r}=(n+1)^{n-1}$$
where $n\in \mathbb N$. A first application of this formula shows Cayley's formula (1889) on the number of
trees with $n+1$ vertices (in fact the formula is equivalent to Cayley's result).  A second application gives the distribution of avalanche sizes, which can be defined for general dynamical systems. In particular it is
shown that the distribution of avalanche sizes of neural dynamics in Eurich et al. (2002) and
Levina (2008) follows as a special case of this dynamical representation. 

Jorge M Freitas Laws of rare events for chaotic dynamical systems 

This talk is about the study of rare events for chaotic dynamical systems. We will address this issue by two approaches. One regards the existence of Extreme Value Laws (EVL) for stochastic processes obtained from dynamical systems, by evaluating a fixed random variable along the obits of the system. The other has to do with the phenomenon of recurrence to arbitrarily small (hence rare) events, which is commonly known as Hitting Time Statistics (HTS) and Return Time Statistics (RTS). We will show the connection between the two approaches both in the absence and presence of clustering. Clustering means that the occurrence of rare events have a tendency to appear concentrated in time. The strength of the clustering is quantified by the Extremal Index (EI), that takes values between 0 and 1. The stronger the clustering, the closer the EI is to 0. No clustering means that the EI equals 1. Using the connection between EVL and HTS/RTS we will interpret the existence of an EI less than 1 as due to the presence of underlying periodic phenomena.  
Nicolai Haydn: Return times distribution for unions of cylinder sets for
non-uniformly expanding maps.

Many non uniformly expanding dynamical systems can be
described using Lai-Sang Young's Markov tower
construction which ties the decay of correlations to the
decay rate of tails in the return times distribution.
We prove that for unions of cylinders the return times
are in the limit Poisson distributed (the unions are allowed to
be infinite). We use the Chen-Stein method
to obtain error terms for the distributions. The requirements are that
the target sets don't have periodic type behaviour and we also
have to require that we don't hit large return times too fast so
that we can control short returns. For long returns we are able to
use the decay of correlations.
These results can be used to get similar distribution results for
metric balls and can also be applied to get results on
extremal values distribution. 
Yuri Kifer Nonconventional Large Deviations
We discuss large deviations for "nonconventional" sums of the form
$\sum_{n=1}^NB\big(\xi(q_1(n)),\xi(q_2(n)),...,\xi(q_\ell(n))\big)$
where $\xi(n),n\geq 0$ is either a Markov chain or a hyperbolic (expanding,
subshift of finite type etc.) transformation (i.e. then $\xi(n)=T^nx$)
while $q_1(n)=n$ and $q_j,j>1$
grow faster than linearly. Large deviations in the corresponding averaging
setup will be discussed, as well. We will talk also about some "nonconventional"
multifractal formalism type problems computing the Hausdorff dimension of sets of
numbers whose expansions have prescribed frequencies of combinations of digits
in places $q_j,j=1,2,...$
see also abstract avalaible in pdf at
Zemer Kosloff Weak invariance principle for the local times of partial sums of Markov Chains 
Let $\left\{ X_{n}\right\} $ be an integer valued Markov
Chain with a finite state space. Let $S_{n}=\sum_{k=0}^{n}X_{k}$
and let $L_{n}\left(x\right)$ be the number of times $S_{k}$ hits
$x\in\mathbb{Z}$ up to step $n.$ Define the normalized local time
process $t_{n}\left(x\right)$ by \[
t_{n}\left(x\right)=\frac{L_{n}\left(\left\lfloor \sqrt{n}x\right\rfloor \right)}{\sqrt{n}},\,\, x\in\mathbb{R}.\]
We prove a functional, weak invariance principle for the normalized
sequence $t_{n}\left(x\right),$i.e. we prove that under some assumptions
about the Markov Chain, which are necessary for the local limit theorem,
the normalized local times converge in distribution to the local time
of the Brownian Motion.
Artur O. Lopes Large Deviations and transport Theory 
abstract avalaible in pdf at 
Florence Merlevède  A Bernstein type inequality and moderate deviations for weakly
dependent sequences

In this talk, I shall present a Bernstein-type tail inequality
for the maximum of partial sums of a weakly dependent sequence
of random variables that are not necessarily bounded. The class considered
includes geometrically and subgeometrically strongly
mixing sequences. The result is then used to derive asymptotic moderate
deviation results. (Joint work with Magda Peligrad and Emmanuel Rio). 
A. Nogueira Exactness of the Euclidean algorithm and of the Rauzy induction on the space ofinterval exchange transformations. 
The two-dimensional homogeneous Euclidean algorithm is the central motivation for the definition of the classical multidimensional continued fraction algorithms, as Jacobi-Perron, Poincar\'e, Brun and Selmer algorithms. Another known homogeneous continued fraction algorithm is the Rauzy induction, a generalization of the Euclidean algorithm, which is a key tool in the study of ergodic properties of interval exchange transformations. The Euclidean algorithm and the Rauzy induction are known to be dissipative and ergodic with respect to Lebesgue measure. Here we prove that they are exact, that is they satisfy a kind of Kolmogorov $0-1$ law. We will also discuss applications of the results.\\
({\it Joint work with Tomasz Miernowski.})
Emmanuel Rio: Strong approximation of partial sums under dependence conditions with applications to intermittent maps

We obtain precise rates of convergence in the strong invariance principle for stationary sequences of real-valued random variables satisfying
weak dependence conditions. We give an application of our results to the
partial sum process associated to unbounded functions of intermittent maps.
Joint work with Florence Merlevède. 
Benoit Saussol Skew products, quantitative recurrence and decay of correlations

"We consider toral extension of hyperbolic systems. We study the relationship between
the quantitative recurrence and the artihmetical properties of the extension.
This is a joint work with Stefano Galatolo and Jerome Rousseau." 
