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Galaxy Bias



  Galaxies

from Orsi et al. (2009)
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Figure 8. The spatial distribution of galaxies and dark matter in the Bow06(r)model at z = 1. Dark matter is shown in grey, with the densest regions shown
with the brightest shading. Galaxies selected by their Hα emission with log(FHα[erg s−1 cm−2]) > −16.00 and and EWobs > 100Å are shown in red
in the left-hand panels. Galaxies brighter than HAB = 22 are shown in green in the right-hand panels. Each row shows the same region from the Millennium
simulation. The first row shows a slice of 200h−1Mpc on a side and 10h−1Mpc deep. The second row shows a zoom into a region of 50h−1Mpc on a side
and 10h−1Mpc deep, which corresponds to the white square drawn in the first row images. Note that all of the galaxies which pass the selection criteria are
shown in these plots.

tion. First, a form must be adopted for the distribution of sources
in redshift. Second, some papers quote results in terms of proper
separation whereas others report in comoving units. Lastly, an evo-
lutionary form is sometimes assumed for the correlation function
(Groth & Peebles 1977). In this case, the results obtained for the
correlation length depend upon the choice of evolutionary model.

Estimates of the correlation length of Hα emitters are avail-
able at a small number of redshifts from narrow band sur-
veys, as shown in Fig. 9 (Morioka et al. 2008; Shioya et al. 2008;
Nakajima et al. 2008; Geach et al. 2008). These surveys are small
and sampling variance is not always included in the error bar quoted
on the correlation length (see Orsi et al. 2008 for an illustration of
how sampling variance can affect measurements of the correlation
function made from small fields). The models are in reasonable
agreement with the estimate by Geach et al. (2008) at z = 2.2, but
overpredict the low redshift measurements. The z = 0.24 measure-
ments are particularly challenging to reproduce. The correlation

length of the dark matter in the ΛCDM model is around 5h−1Mpc
at this redshift, so the z = 0.24 result implies an effective bias of
b < 0.5. Gao & White (2007) show that dark matter haloes at the
resolution limit of the Millennium Simulation,M ∼ 1010h−1M",
do not reach this level of bias, unless the 20% of the youngest
haloes of this mass are selected. In the Bow06(r) model, the Hα
emitters populate a range of halo masses, with a spread in forma-
tion times, and so the effective bias is closer to unity. Another possi-
ble explanation for the discrepancy is that the observational sample
could be contaminated by objects which are not Hα emitters and
which dilute the clustering signal.

The bottom panel of Fig. 9 shows the correlation length evo-
lution for different H-band selections, compared to observational
estimates from Firth et al. (2002). Note that the samples analysed
by Firth et al. are significantly brighter than the typical samples
considered in this paper (HAB = 20 versus HAB = 22). Firth
et al. use photometric redshifts to isolate galaxies in redshift bins
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Galaxy bias review: Desjacques, Jeong & Schmidt (2018)



If galaxies form in regions of 
large dark matter density, 
we can expect a direct 
dependence of the galaxy 
overdensity on the 
matter overdensity

  Local galaxy bias

�g(x) ⌘
ng(x)� n̄g

n̄g
= f [�(x)]local galaxy bias

A very simple assumption …



�g(x) ⌘
ng(x)� n̄g

n̄g
= f [�(x)]

A very simple assumption …

  Local galaxy bias

we can expand it in a Taylor series

linear bias nonlinear bias corrections

⇠g(x) ' b2⇠(x)

Pg(k) ' b2P (k)

�g(x) = b �(x) +
1

2
b2 �

2(x) + . . .

h�g�gi = b2 h��i

local galaxy bias

At large scales, we expect a very 
simple, linear relation 
between galaxy and matter 
correlation functions

the value of the bias 
parameter depends 
on the galaxy type



Nonlinear bias is also a source of non-Gaussianity

  The galaxy bispectrum

matter contribution nonlinear bias corrections

This allows to break the 
degeneracy between  and  …


but also determine 

b1 As

b2

h�g�g�gi = b31 h���i+ b21 b2 h���2i+ ...

Bg(k1, k2, k3) = b31 B(k1, k2, k3) + b21 b2 P (k1)P (k2) + 2 perm.+ ...

Qg(k1, k2, k3) =
1
b1

Q(k1, k2, k3) +
b2

b2
1

The galaxy bispectrum
Determining the bias parameters

A simple assumption: local galaxy bias,

�g (x) = f [�(x)] ⇥ b1�(x) + b2�
2(x)/2

with b1 and b2 constant parameters.

⇤ ⌅�g �g �g ⇧ ⇥ b3
1⌅���⇧ + b2

1b2⌅���2⇧+ ...

⇤ Bg (k1, k2, k3) ⇥ b3
1B(k1, k2, k3) + b2

1b2[P(k1)P(k2) + perm.] + ...

The power spectrum can only measure a
combination of ⇥8 and b1

Pg (k) ⇥ b2
1P(k) ⇤ ⇥g

8 � b1⇥8

For the reduced galaxy bispectrum we have

Qg (k1, k2, k3) =
1

b1
Q(k1, k2, k3) +

b2

b2
1

The dependence on the triangle shape breaks
the degeneracy between galaxy bias and the am-
plitude of dark matter fluctuations

Emiliano Sefusatti Non-Gaussianity in the Large-Scale Structure



  Non-linear bias and non-linear gravitational instability 

at small scales, non-
linear bias is degenerate 
with non-linear 
corrections to the matter 
power spectrum!

at small scales we also 
have better statistics 
(smaller error bars)



  Non-local galaxy bias

3478 J. E. Pollack, R. E. Smith and C. Porciani

Figure 5. Evolution of the likelihood contours for the bias parameters b1 and b2, estimated from Bhhh and Qhhh, with scale. The solid lines denote the 68 and
95 per cent confidence intervals, obtained from a full exploration of the likelihood surface around the best-fitting values; the dashed lines denote the same, but
where the jackknife parameter covariance matrix from equation (45) has been used to determine the error contours. The top left-hand, top right-hand, bottom
left-hand and bottom right-hand panels show the results for triangle configurations with k1 = {0.03, 0.04, 0.05, 0.06} h Mpc−1, respectively. The vertical black
lines denote the effective bias parameter bNL,SC

hh , using the same wavemodes as that enter into the bispectrum estimates.

For the case of fitting B, the shot-noise correction is less impor-
tant, as we see that the estimates of b1 for all bispectrum config-
urations with and without shot-noise corrections are consistent to
within the errors, and have b1 ∼ 1.4. However, b2 shows systematic
differences, being more negative if the correction is made, and for
this we find that b2 ∼ −0.25. On the other hand, for the case of
Q, the results clearly show that the shot-noise subtraction has an
important effect on the recovered values for the bias parameters. If
the shot noise is not corrected, then we see that the estimates for b1

increase systematically as we go from triangle configurations with
k1 = 0.03 to 0.06 h Mpc−1, whereas if it is corrected, then we find
b1 ∼ 1.8 and b2 ∼ −0.3 to within the errors. On comparing the
results from B and Q, we see that, whilst the values for b1 disagree
significantly, surprisingly, the values for b2 remain consistent at the
1σ level.

The χ2 function of equation (41) may be interpreted as a Gaus-
sian likelihood if we make the transformation, L({Bhhh}|b1, b2) ∝
exp[−χ2/2]. Once suitably normalized and on assuming a set of
prior probabilities, we may then explore the shape of the confidence
regions in the posterior probability p(b1, b2|{Bhhh}).

Fig. 5 shows the 1σ likelihood confidence contours in the poste-
rior probability for the non-linear bias parameters for the four scales
considered according to our method of analysis described above.
The solid lines denote the size of the confidence regions at the 68
and 95 per cent level (i.e. #χ2 ≈ 2.3, 6.17) when we construct a
correlation matrix from the 40 realizations without regard to the
systematic uncertainty. The dashed lines demonstrate the magni-
tude at which the 68 and 95 per cent confidence regions expand
following our generation of a set of jackknife subsamples to moni-
tor the effect due to the implicit error associated with the estimated
correlation matrix. Hence, we clearly see the relevance of account-
ing for the uncertainty of the correlation matrix when obtaining the
bias parameter constraints. The discrepancy between the resulting
jackknife error ellipses for B and Q is less severe than the likeli-
hood contours obtained from the complete sample where the level
of agreement improves progressing to large scales, yet this might be
due to the fact that the statistical error is more prominent at larger
scales. Interestingly, the overlap of the two likelihood regions at 2σ
for k1=0.03, 0.04 and 0.05 h Mpc−1 occurs with the rectangular re-
gion or strip denoting the effective bias measure, bNL,SC

hh , at 1σ . This

C© 2012 The Authors, MNRAS 420, 3469–3489
Monthly Notices of the Royal Astronomical Society C© 2012 RAS

If we assume local bias then power 
spectrum and bispectrum provide (in 

simulations) different values for the bias 
parameters …

Pollack, Smith & Porciani (2012)The solution is to assume a more 
general model for galaxy bias, allowing 
for non-local operators

with  and  are the (normalised) gravitational and velocity potentialsΦ Φv



  Non-local galaxy bias

Chan, Scoccimarro & Sheth (2012)

Baldauf et al. (2012)

And so on … plus the same for the velocity potential  (the are the same at 
linear level, but not at second order). Then we have powers, as , etc … 

𝒢n(Φv)
𝒢2

1(Φ) = δ2

local bias

tidal bias

At second order the bias expansion is now 

We just write down all operators invariant under Galilean transformations:

a lot of new terms and 
new (free?) parameters!



  The galaxy bispectrum - take 2

The galaxy bispectrum model (at tree-level) now reads
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Figure 6. Comparison between the fit of the halo power spectrum and the joint fit of the halo power
spectrum and bispectrum measured from the N-body simulations. The left panels show the posterior
mean (solid lines), and central 68 and 95 percent ranges (darker and lighter shaded areas respectively)
of the model parameters as a function of kmax © kmax,P. The bispectrum data range is fixed by
kmax,B = 0.09 h Mpc≠1. The vertical dashed line highlights the reference scale of kmax,P = 0.30 h Mpc≠1

for which we display contour plots for the joint posterior density of parameter pairs in the lower-right
panel. Here, darker and lighter shaded areas represent the 68 and 95 percent joint credibility regions,
respectively. The narrow gray bands indicate the constraints on the linear-bias parameter derived from
the halo-matter cross power spectrum. Two goodness-of-fit diagnostics are displayed in the top-right
panel as function of kmax: the reduced ‰2 statistic averaged over the posterior (top inset) and the
ppp (bottom inset). As a reference, the dashed curves in the top inset indicate the upper one-sided 95
percent confidence limit in a frequentist ‰2 test (note that the number of datapoints included in the
fit varies with kmax).

deviation. The blue markers show points where the model is computed from the posterior
of a power spectrum-only fit, while the red markers indicate that the model is computed as
the average over the posterior of a joint fit of power spectrum and bispectrum; for the fits in
this plot, we choose kmax,P = 0.30 h Mpc≠1 and kmax,B = 0.09 h Mpc≠1. In the plot showing
the residuals for the bispectrum, we mark with empty squares the residuals computed with a
posterior-averaged model from a bispectrum-only fit. The two cases relative to the power
spectrum are consistent up to the kmax,P of the fit, which is as well close to the maximum
Fourier wavenumber up to which the model is expected to work. As shown by the residuals
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We do now have a consistent 
model


The bispectrum can help 
significantly to constrain bias 
parameters  
 
not as much for cosmological 
parameters, still …

Oddo et al. (2019)

local, linear bias local, nonlinear bias

nonlocal (tidal) bias



  Higher-derivatives galaxy bias

Suppose we now want to account galaxy formation happening on an region of 
finite size  … R

b1 β1 ∼ R2The (linear, local) bias relation now becomes

but this is then totally degenerate with the matter power spectrum counter term 
at one-loop …

For all bias parameters we should 
consider in principle possible scale-
dependent corrections … 
 
For the one-loop power spectrum this 
is not adding anything, in practice



 Bias Loop Corrections & Renormalization McDonald (2006)

Assassi et al. (2014)


Eggemeier et al. (2019)

Let’s assume, for simplicity, a local bias expansion

and look at the 2-point function beyond the linear approximation

The galaxy power spectrum becomes then

this is a constant ! σ2

Observable (renormalized) linear bias
 Bias loop correction



 To sum up (in real space, we are not done yet)

2.2.1 Gaussian initial conditions

At 1-loop order with Gaussian initial conditions, following the notation of [55], the halo power

spectrum is given by

P
G
h (k) = b

2

1

h
P0(k) + P

1�loop

m (k)
i

+ b1b2I�2(k) + 2b1bG2IG2(k)
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2I�2�2(k) + b
2

G2
IG2G2(k) + b2bG2I�2G2

(k) + 2b1(bG2 +
2

5
b�3)FG2(k). (2.24)

In the first line of Eq. (2.24), P0 is the linear matter power spectrum and P
1�loop
m is the matter

power spectrum up to 1-loop, which in Standard Perturbation Theory (SPT) is given by [48] 1

P
1�loop

m (k) = P
(22)

m (k) + P
(13)

m (k) , (2.25)

with

P
(22)

m (k) = 2

Z

q
[F2(q,k � q)]2 P0(q)P0(|k � q|) , (2.26)

P
(13)

m (k) = 6P0(k)

Z

q
F3(q, �q,k)P0(q) . (2.27)

Here,
R
q ⌘ d

3
q. The symmetrized second-order kernel is given by

F2(q,k � q) =
k
2(7k.q + 3q

2) � 10(k.q)2

14q2|k � q|2
, (2.28)

while the symmetrized third-order kernel is given by

F3(q, �q,k) =
1
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The other loop contributions in Eq. (2.24), all vanishing in the limit k ! 0, are given by:

I�2(k) = 2

Z

q
F2(q,k � q)P0(|k � q|)P0(q), (2.30)

IG2(k) = 2
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q
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0 (q)
⇤
, (2.32)

IG2G2(k) = 2
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q

⇥
S
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P0(|k � q|)P0(q), (2.33)

I�2G2
(k) = 2

Z

q
S
2(q,k � q)P0(|k � q|)P0(q), (2.34)

FG2(k) = 4P0(k)

Z

q
S
2(q,k � q)F2(q, �k)P0(q), (2.35)

where the kernel S
2 is the Fourier transform of the Galileon operator and can be written as:

S
2(k1,k2) =

✓
k1.k2

k1k2

◆2

� 1 . (2.36)

1The non-linear kernels appearing in the loop integrals are the symmetrized ones, obtained by summing over

all permutations of the momenta.
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2.2.1 Gaussian initial conditions

At 1-loop order with Gaussian initial conditions, following the notation of [55], the halo power

spectrum is given by

P
G
h (k) = b

2

1

h
P0(k) + P

1�loop

m (k)
i

+ b1b2I�2(k) + 2b1bG2IG2(k)

+
1

4
b
2

2I�2�2(k) + b
2

G2
IG2G2(k) + b2bG2I�2G2

(k) + 2b1(bG2 +
2

5
b�3)FG2(k). (2.24)

In the first line of Eq. (2.24), P0 is the linear matter power spectrum and P
1�loop
m is the matter

power spectrum up to 1-loop, which in Standard Perturbation Theory (SPT) is given by [48] 1

P
1�loop

m (k) = P
(22)

m (k) + P
(13)

m (k) , (2.25)

with

P
(22)

m (k) = 2

Z

q
[F2(q,k � q)]2 P0(q)P0(|k � q|) , (2.26)

P
(13)

m (k) = 6P0(k)

Z

q
F3(q, �q,k)P0(q) . (2.27)

Here,
R
q ⌘ d

3
q. The symmetrized second-order kernel is given by

F2(q,k � q) =
k
2(7k.q + 3q

2) � 10(k.q)2

14q2|k � q|2
, (2.28)

while the symmetrized third-order kernel is given by

F3(q, �q,k) =
1

|k � q|2


5k

2

63
�

11k.q

54
�

k
2(k.q)2

6q4
+

19(k.q)3

63q4

�
23k

2
k.q

378q2
�

23(k.q)2

378q2
+

(k.q)3

9k2q2

�
. (2.29)

The other loop contributions in Eq. (2.24), all vanishing in the limit k ! 0, are given by:

I�2(k) = 2

Z

q
F2(q,k � q)P0(|k � q|)P0(q), (2.30)

IG2(k) = 2

Z

q
S
2(q,k � q)F2(q,k � q)P0(|k � q|)P0(q), (2.31)

I�2�2(k) = 2

Z

q

⇥
P0(|k � q|)P0(q) � P

2

0 (q)
⇤
, (2.32)

IG2G2(k) = 2

Z

q

⇥
S
2(q,k � q)

⇤2
P0(|k � q|)P0(q), (2.33)

I�2G2
(k) = 2

Z

q
S
2(q,k � q)P0(|k � q|)P0(q), (2.34)

FG2(k) = 4P0(k)

Z

q
S
2(q,k � q)F2(q, �k)P0(q), (2.35)

where the kernel S
2 is the Fourier transform of the Galileon operator and can be written as:

S
2(k1,k2) =

✓
k1.k2

k1k2

◆2

� 1 . (2.36)

1The non-linear kernels appearing in the loop integrals are the symmetrized ones, obtained by summing over

all permutations of the momenta.
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Figure 1: Contributions to the halo power spectrum: the left and right panels show individual terms
in Eqs. (2.24) and (2.37). The dashed (solid) lines represent negative (positive) values. The data
points are the measured power spectrum of halos in mass bin I (see Eq. (3.6)) of Eos simulations with
Gaussian (left) and non-Gaussian (right) initial conditions at redshift z = 1. The values of the model
parameters correspond to the best-fit model in our MCMC analysis of Eos power spectra, fitting up to
kmax = 0.4 h/Mpc (shown in vertical dashed line).

with A(q,k�q) = q.(k�q)/|k�q|
2. Here, Ĩ� arises from the loop correction to the matter power

spectrum induced by PNG [16, 35, 92, 138, 139], while I�, I
PNG

�2 , I
PNG

G2
arise from the second-

order term in the transformation of � from Lagrangian to Eulerian space. Like the Gaussian

case in which F�2 = 0, here F
PNG

�2 = 0 as it is absorbed in the definition of renormalized linear

non-Gaussian bias b�. Note that, in the k ! 0, the following one-loop contributions are non-

vanishing: F
PNG

G2
(which is proportional to P0), M

�1
P13 (which converges to a constant), and

Ĩ� (which converges to a constant for linear-in-fNL term and scales as 1/k
2 for quadratic-in-fNL

term). While the latter appears to enhance the power on large scales, it is never appreciably

large. Therefore, the large-scale behavior of the power spectrum is fully determined by the

tree-level contributions, shown as light grey and plum curves in the right panel of Figure 1.

In the same panel, we also display the other individual loop corrections of Eq. (2.37). Like

their Gaussian counterparts shown in the left panel of Figure 1, we assign the best-fit values

obtained from the same MCMC analysis (i.e. halos from the mass bin I extracted from Eos

simulations with non-Gaussian initial conditions with fNL = 250 (NG250L) at z = 1) to get

insight into their relative amplitude. These remaining loops are, again, small compared to the

tree-level contributions. Finally, notice that the 1-loop contribution P13 (shown in light gray),

which has a negative sign, approximately cancels the tree-level local PNG e↵ect at small scales.

2.2.3 Stochastic contributions

The stochastic terms are uncorrelated with density fluctuations, but they do correlate with one

another and lead to noise power spectra, e.g.

h✏�(k)✏�(�k)i0 = P✏�✏�(k), (2.46)

h✏�(k)✏�(�k)i0 = P✏�✏�(k). (2.47)

where a prime indicates that the momentum conserving factor has been dropped. In addition,

they give rise to loop contributions of the form

– 10 –

4 bias parameters

 
many non-linear, bias corrections  
to some extent degenerate

from Moradinezhad et al. (2021)
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Baryon Oscillation Spectroscopic Survey (BOSS) - DR12 (final)             Alam et al. (2017)

BAO: how well do we measure them?

2626 S. Alam et al.

Figure 3. BAO signals in the measured post-reconstruction power spectrum (left-hand panels) and correlation function (right-hand panels) and predictions of
the best-fitting BAO models (curves). To isolate the BAO in the monopole of both the power spectrum and the correlation function (top panels), predictions of
a smooth model with the best-fitting cosmological parameters but no BAO feature have been subtracted. For the power spectrum, we have additionally divided
by the same smooth model. To isolate the BAO in the monopole of both the power spectrum and the correlation function (top panels), predictions of a smooth
model with the best-fitting cosmological parameters but no BAO feature have been subtracted. For the power spectrum, we have additionally divided by the
same smooth model. For clarity, vertical offsets of ±0.15 (power spectrum) and ±0.004 (correlation function) have been added to the points and curves for
the high- and low-redshift bins, while the intermediate-redshift bin is unshifted. For the quadrupole (middle panels), we subtract the quadrupole of the smooth
model power spectrum, and for the correlation function we subtract the quadrupole of a model that has the same parameters as the best fit but with ε = 0. If
reconstruction were perfect and the fiducial model were exactly correct, the curves and points in these panels would be flat; oscillations in the model curves
indicate best-fitting ε != 0. The bottom panels show the measurements for the 0.4 < z < 0.6 redshift bin decomposed into the component of the separations
transverse to and along the line of sight, based on x(p, µ) = x0(p) + L2(µ)x2(p), where x represents either s2 multiplied by the correlation function or the BAO
component power spectrum displayed in the upper panels, p represents either the separation or the Fourier mode, L2 is the second-order Legendre polynomial,
p|| = µp, and p⊥ =

√
p2 − µ2p2.

MNRAS 470, 2617–2652 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/470/3/2617/3091741
by inaf user
on 09 April 2018



Nonlinear evolution of BAO

Nonlinear evolution induces a 
broadening of the BAO peak, mainly 
due to bulk flows

Padmanabhan et al. (2012) Seo, Eisenstein, Seo & White (2006)

– 16 –

Fig. 5.— The correlation function in the simulations compared to the model with the small-scale linear
power restored. The left panel shows z = 0.3; the right, z = 1. In both panels, the simulation data is
the solid black line, the linear correlation function is the short-dashed thin line, and the model correlation
function is the long-dashed red line. We have not removed any broad-band nuisance spectra in making this
figure.

the line of sight, we have

P (!k) = Plinear(!k) exp

(

−
k2
‖

2σ2
‖

−
k2
⊥

2σ2
⊥

)

(14)

This is the model for the portion of the linear power spectrum, with acoustic peak, that survives. Of course,
this is a poor model on small scales, as one has filtered out all of the small-scale clustering. One can restore
the small-scale linear spectrum, without wiggles, by adding the no-wiggle approximation from Eisenstein &
Hu (1998) multiplied by unity minus the smearing function.

Figure 4 shows the comparison of the measured power in the simulations (Seo & Eisenstein 2005) to the
smeared model with the small-scale power restored. To make this comparison, we need to subtract off the
smooth non-linear power contribution and divide out a linear bias. We do this by removing a polynomial
with constant, k2, k4, and k6 terms and dividing by a constant, fitting over the range 0 < k < 0.4h Mpc−1

(Seo & Eisenstein 2005). For redshift space, we adopt a smoothing function that is the spherical average
of the elliptical Gaussian in Fourier space. In detail, we have in Figure 4 shown the power divided by the
z = 49 input power spectrum. Purely linear evolution would be a line at unity; degradations of the acoustic
signature puts oscillations in the plot.

Overall the model is a very good fit. The amplitude of the oscillations in the power spectrum is well
matched. The higher harmonics show more residuals, and it is not clear how much of this is a failing of the
model versus noise in the power spectra. Many of the excursions at high wavenumber cannot be matched
even if the acoustic oscillations are completely erased; i.e., they must be non-Gaussian noise in the simulated
power spectra. However, the model assumptions to ignore the small deviations from a Gaussian distribution
of displacements, the transverse displacements, and the scale dependence of the rms displacement could
result in minor changes to the residuals. It is important to note that even 3.75h−3 Gpc3 still leaves enough
sample variance in the power spectrum that one cannot fully test this model at the level of 1% residuals.

Figure 5 shows the match between the correlation function in the simulation and that of the model with



Seo, Eisenstein, Seo & White (2006)

Nonlinear evolution of BAO
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Fig. 5.— The correlation function in the simulations compared to the model with the small-scale linear
power restored. The left panel shows z = 0.3; the right, z = 1. In both panels, the simulation data is
the solid black line, the linear correlation function is the short-dashed thin line, and the model correlation
function is the long-dashed red line. We have not removed any broad-band nuisance spectra in making this
figure.

the line of sight, we have

P (!k) = Plinear(!k) exp

(

−
k2
‖

2σ2
‖

−
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⊥

2σ2
⊥

)

(14)

This is the model for the portion of the linear power spectrum, with acoustic peak, that survives. Of course,
this is a poor model on small scales, as one has filtered out all of the small-scale clustering. One can restore
the small-scale linear spectrum, without wiggles, by adding the no-wiggle approximation from Eisenstein &
Hu (1998) multiplied by unity minus the smearing function.

Figure 4 shows the comparison of the measured power in the simulations (Seo & Eisenstein 2005) to the
smeared model with the small-scale power restored. To make this comparison, we need to subtract off the
smooth non-linear power contribution and divide out a linear bias. We do this by removing a polynomial
with constant, k2, k4, and k6 terms and dividing by a constant, fitting over the range 0 < k < 0.4h Mpc−1

(Seo & Eisenstein 2005). For redshift space, we adopt a smoothing function that is the spherical average
of the elliptical Gaussian in Fourier space. In detail, we have in Figure 4 shown the power divided by the
z = 49 input power spectrum. Purely linear evolution would be a line at unity; degradations of the acoustic
signature puts oscillations in the plot.

Overall the model is a very good fit. The amplitude of the oscillations in the power spectrum is well
matched. The higher harmonics show more residuals, and it is not clear how much of this is a failing of the
model versus noise in the power spectra. Many of the excursions at high wavenumber cannot be matched
even if the acoustic oscillations are completely erased; i.e., they must be non-Gaussian noise in the simulated
power spectra. However, the model assumptions to ignore the small deviations from a Gaussian distribution
of displacements, the transverse displacements, and the scale dependence of the rms displacement could
result in minor changes to the residuals. It is important to note that even 3.75h−3 Gpc3 still leaves enough
sample variance in the power spectrum that one cannot fully test this model at the level of 1% residuals.

Figure 5 shows the match between the correlation function in the simulation and that of the model with

In template fitting this is typically described as

Padmanabhan et al. (2012)

where  is a free parameter to fit Σ



Nonlinear modelling of BAO

Theoretical arguments based on the equivalence principle motivated a 
parameter-free model consistent with the EFT at one-loop

Baldauf et al. (2015)

Vlah et al. (2015) 
Blas et al. (2016)

 
see also Senatore & Zaldarriaga (2014)

Parameter-free modelling of the BAO peak (including bias, RSD…)

6

ture are not absent. The presence of this feature is the
cause for the common wisdom that SPT does not work
for the correlation function. As the good performance of
the IR-resummed EFT proves, the failure is not related
to the high-k behavior of the perturbation theory but
to the missing non-perturbative treatment of motions.
One can indeed see that the IR-resummed EFT provides
a good description of the correlation function down to
10 h�1Mpc separations [? ].

Another feature of fig. ?? that is worth emphasizing is
the shift of the peak compared to the linear correlation
function. This shift is expected to be due to corrections
to ⇠̃g of order ⌃2⇠0g/`BAO, which are smaller than the
broadening e↵ects by a factor of �/`BAO [? ]. They
are not entirely fixed by symmetries since the cross cor-
relation between a displacement and other nonuniversal
e↵ects — e.g. arising from living in an over dense re-
gion — caused by a long wavelength mode contributes at
the same level. Nevertheless, they can be calculated in
perturbation theory and are included, to leading order,
in the 1-loop result, which predicts the position of the
peak reasonably well. On the other hand, the BAO re-
construction schemes, to be discussed below, reproduce
the original peak by virtue of undoing the displacements
caused by the long modes which also eliminates the above
mentioned cross correlations.

For comparison, we have also plotted in fig. ?? the
Zel’dovich correlation function, which is known to give
a relatively accurate description of the BAO spread. We
will next argue that the success of the Zel’dovich approx-
imation is because it can be formulated as (??).

Zel’dovich approximation.— The matter correlation
function can be related to the correlation function of the
relative displacement �s(z) of two points with initial
(Lagrangian) separation z:

1+⇠(x) =

Z
d3k

(2⇡)3
eik·x

Z
d3ze�ik·z

D
e�k·�s(z)

E
. (23)

In the Zel’dovich approximation, �s is replaced by its
linear expression, and the above expectation value is triv-
ially expressed in terms of the variance

Aij(z) =
⌦
�si(z)�sj(z)

↵

=

Z
d3q

qiqj

q4
Plin(q) sin

2

⇣q · z

2

⌘
.

(24)

Let us define Zel’dovich power spectrum as the result of
the inner integral in (??) at k 6= 0:

Pz(k) =

Z
d3ze�ik·ze�

1

2
Aij

(z)kikj

, (25)

which in the presence of the BAO feature contains an
oscillating component Pw

z (k). This can be approximated
by the product of a non-smoothed piece times a broad-
ening factor, as in (??): Define Aij

S (z,⇤), and Aij
L (z,⇤)

by the same integral as in (??), but taken, respectively,

linear

IR-resummed linear

IR-resummed 1-loop

Zel'dovich
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FIG. 5. Various theoretical approximations to the acoustic
peak in the correlation function as well as simulation mea-
surements. Solid: linear, dashed: IR-resummed linear, dot-
dashed: IR-resummed 1-loop, and dotted: Zel’dovich.

over short modes q > ⇤, and long modes q < ⇤. So we
have

Aij(z) = Aij
S (z,⇤) +Aij

L (z,⇤). (26)

A Zel’dovich power spectrum in the absence of the long
modes Pz,S(k,⇤), where ⇤ ⌧ k, can now be defined by

replacing Aij
! Aij

S in (??). This is the analog of the
last factor in (??): it contains the full nonlinear e↵ect of
the short modes in the Zel’dovich approximation, but no
long modes whatsoever.
Consider now the full Pz(k). The integral in (??) is

dominated by z = O(1/k), and, if k is in the support of
Pw
z (k), by z = ±`BAOk̂+O(1/k). The second contribu-

tion is what we called Pw
z (k). Here, Aij

L (z) is first of all
appreciable, and second, it can be approximated to be a
constant given by its value at z = `BAOk̂ to yield

Pw
z (k) ⇡ e�

1

2
Aij

L (`BAOk̂,⇤)kikj

Pw
z,S(k,⇤)

⇡ e�⌃
2

⇤
k2

Pw
z,S(k,⇤).

(27)

The second equality holds up to terms suppressed by
�/`BAO. Replacing ⇤ ! ✏k results in the desired ana-
log of (??).
Hence, the Zel’dovich approximation, despite being a

crude model of short scale dynamics, gives an accurate
description of BAO broadening by taking into account
the leading displacement caused by all longer wavelength

4

has been kept in (??). For each q mode, this scales as
Plin(q)(`BAO/�)2 for q ⌧ `�1

BAO
, and Plin(q)/(q�)2 for

q > `BAO. The corrections are suppressed by one or
more powers of �/`BAO and q�, respectively. Hence, due
to the bulk motions, ⇠̃g has a broader peak with ⌃2

⇤
given

by

⌃2

⇤
⇡

1

6⇡2

Z
⇤

0

dqPlin(q)[1�j0(q`BAO)+2j2(q`BAO)], (15)

where jn is the nth order spherical Bessel function.
It is easy to perturbatively confirm the above result

when ⇠g is taken to be the dark matter correlation: The
leading contribution of the long wavelength modes to the
one-loop power spectrum of the peak reads5

Pw
1�loop

(k > ⇤) =
1

2

Z
⇤ d3q

(2⇡)3
(q · k)2

q4
Plin(q)

[Pw
lin
(|k + q|) + Pw

lin
(|k � q|)� 2Pw

lin
(k)] .

(17)

For q ⌧ k the expression in the square brackets simplifies
to �4Pw

lin
(k) sin2(q · k̂`BAO/2), giving

Pw
1�loop

(k > ⇤) = ⌃2

⇤
k2Pw

lin
(k), (18)

and taking the Fourier transform with respect to k re-
produces (??).

Note that for any k, our approximation is valid for all
q ⌧ k while the above expressions are based on a rigid
separation of scales above and below ⇤. Of course, in
reality Pw

g (k) has support in a large range of momenta,

roughly (0.05�1) hMpc�1. Even if a q-mode falls in this
range, it is still true that its leading e↵ect on higher k
modes is the mere bulk motion. Therefore, it contributes
to the peak power through ⇠g,L, and at the same time,
broadens it by dispersing the shorter modes. A better
estimate of the width can be obtained by including for
each k the broadening e↵ect of all smaller q modes, i.e.
by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Taking ✏ = 1/2, the above expression (??) predicts an
e↵ective broadening of ⌃✏k⇤ ⇡ 5.5h�1Mpc, where k⇤ is
defined by ⌃✏k⇤k⇤ = 1. This turns out to be a sizable
fraction of the actual width of the observed matter cor-
relation function. We compare the theoretical prediction

5 The full one-loop power spectrum is given by
Z

d3q

(2⇡)3
[6F3(q,�q,k)Plin(k)+2F 2

2 (q,k�q)Plin(|k�q|)]Plin(q) .

(16)
For q ⌧ k it reduces to (??). Incidentally, this coincides with

1

2

Z

q⌧k

d3q

(2⇡)3
P�1

lin
(q) h�q��q�k��ki ,

as expected from the remark after (??).
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FIG. 3. The acoustic peak in the matter correlation function
in linear theory (solid), 1-loop perturbation theory (dashed),
and simulation.

with the result of an N -body simulation6 in fig. ??. It is
seen that the perturbative treatment has completely de-
formed the shape of the peak. A more accurate descrip-
tion should, therefore, treat the relative motions non-
perturbatively.

Infra-red resummation.— We can obtain a formula
which is valid to all orders in the relative displacement
�q/q, by rewriting (??) as (see e.g. [? ])

D
�g(

x

2
, t)�g(�

x

2
, t)

E

�L
'

Z
d3k

(2⇡)3
eik·x

exp
h
2i�q(t) sin

⇣q · x

2

⌘q · k

q2

i
h�g(k, t)�g(�k, t)i .

(19)

As before, this is only relevant in the presence of a fea-
ture. Taking the expectation value over the realizations
of the q modes, approximating them, as we did so far, as
being Gaussian, and using hexp(i')i = exp(�

⌦
'2

↵
/2)

for Gaussian variables, we obtain our final expression
for the dressed two-point correlation function around

6 We are measuring power spectra and correlation functions in a
suite of 16 dark matter only simulations, each of which captures
the evolution of 10243 particles in a box of 15003 h�3Mpc3. The
matter density parameter is ⌦m = 0.272, the tilt ns = 0.967 and
the normalization �8 = 0.81. The leading cosmic variance has
been divided out, such that the error bars reflect the sub-leading
cosmic variance.

5

r ⇡ `BAO

⇠̃g(x) '

Z
d3k

(2⇡)3
eik·xe�⌃

2

✏kk
2

h�g(k, t)�g(�k, t)i✏ . (20)

To write the exponent in the above form, we have used
the fact that r2

⇡ @2
r [and therefore k2 ⇡ (x̂ · k)2] up to

corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power Pw

g (k),
though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation
value on the r.h.s. indicates that it should be evalu-
ated in the absence of modes with momentum q smaller
than ✏k, though it contains all short scale nonlinearities.
Within a perturbative framework, it is possible to include
dynamical e↵ects of the long modes, as well as their non-
Gaussianity by writing more complicated expressions (see
below).

To get an idea of how well (??) performs, we set
�g = � and approximate the exclusive expectation value
in the integral first by the linear matter power spectrum,
and then by the 1-loop perturbation theory result. The
first approximation underestimates the broadening by ne-
glecting short scale nonlinearities and therefore predicts
a slightly sharper peak.

Let us discuss the 1-loop approximation in more de-
tails to see how (??) can be used to improve perturba-
tive results. Two points have to be kept in mind: (i) The
broadening is only relevant for the acoustic peak, hence
the exponential broadening in (??) multiplies Pw

✏ (k). (ii)
Replacing Pw

✏ (k) with the 1-loop power spectrum double-
counts the e↵ect of the long modes since the 1-loop re-
sult already contains ⌃2

✏kk
2Pw

lin
(k) [c.f. (??)]. Hence in

this context the infra-red resummed version of the 1-loop
power spectrum presented in [? ] can be simplified and
written as:

P̃ (k) = Pnw
lin

(k) + Pnw
1�loop

(k)

+e�⌃
2

✏kk
2

(1 + ⌃2

✏kk
2)Pw
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✏kk
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Pw
1�loop

(k),
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where the first line contains just the smooth part of the
power spectrum.7 When considering loop integrals with
large internal momenta, one should allow for the possi-
bility of higher derivative corrections to the dark matter
equations of motion in an E↵ective Field Theory (EFT)
framework [? ]. These corrections compensate for the
error made in treating the short-scale modes as a perfect
fluid. Therefore, the EFT 1-loop power spectrum di↵ers
from (??) by one such correction:

P1�loop(k) = P13(k) + P22(k)� 2R2k2Plin(k), (22)

where R (also known as speed of sound) is chosen to be
1.8 h�2Mpc2 in order to obtain 1% agreement with the

7 In practice, Pnw
1�loop

can be obtained by substituting Plin(k) with

its no-wiggle part in the loop integrals (??) since Pw
lin

/Pnw
lin

⌧ 1.
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FIG. 4. The ratio of various theoretical approximations to
the power spectrum to the simulation result. Solid: IR-
resummed (??), short-dashed: 1-parameter 1-loop EFT (??),
dot-dashed: 0-parameter 1-loop EFT (??) with R = 0, and
long-dashed: linear. The gray shaded region on the IR-
resummed EFT curve gives the statistical error.

simulation results up to kmax = 0.3hMpc�1 (see fig. ??).
This choice is a rough estimate of R, made in order to
illustrate how the resummation improves matching the
BAO oscillations for k > 0.1hMpc�1. The exact value of
R is irrelevant for the shape of the acoustic peak.
The above resummation formula (??) can be straight-

forwardly extended to any order in perturbation theory
and to higher order statistics such as the bispectrum or
trispectrum. Note that in this approximation the lead-
ing dynamical e↵ect of the long modes on short modes is
also taken into account. The comparison between the IR-
improved power spectrum (??), and the original 1-loop
result (??) can be seen in fig. ??. The IR-resummation
clearly reduces the residual wiggles in the EFT prediction
and can thus increase the range over which the theory
agrees with simulations, as was pointed out in [? ].
For the correlation function, the broadened acoustic

peak resulting from the IR-resummed linear and 1-loop
power spectra is shown together with the initial peak in
fig. ??. Although the first approximation does not fully
capture the smoothing of the peak seen in the data, it
shows that indeed most of the spread is caused by the
bulk motions.
Without resummation the 1-loop EFT (or SPT) power

spectra result in a spurious double-peaked feature at the
BAO scale similar to the one shown in fig. ??. This is
because they only include ⌃2

✏k⇠
00(r) while higher deriva-

tive terms 1/n!⌃2n
✏k ⇠

(2n)(r) that partially cancel this fea-
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To write the exponent in the above form, we have used
the fact that r2

⇡ @2
r [and therefore k2 ⇡ (x̂ · k)2] up to

corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power Pw

g (k),
though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation
value on the r.h.s. indicates that it should be evalu-
ated in the absence of modes with momentum q smaller
than ✏k, though it contains all short scale nonlinearities.
Within a perturbative framework, it is possible to include
dynamical e↵ects of the long modes, as well as their non-
Gaussianity by writing more complicated expressions (see
below).

To get an idea of how well (??) performs, we set
�g = � and approximate the exclusive expectation value
in the integral first by the linear matter power spectrum,
and then by the 1-loop perturbation theory result. The
first approximation underestimates the broadening by ne-
glecting short scale nonlinearities and therefore predicts
a slightly sharper peak.

Let us discuss the 1-loop approximation in more de-
tails to see how (??) can be used to improve perturba-
tive results. Two points have to be kept in mind: (i) The
broadening is only relevant for the acoustic peak, hence
the exponential broadening in (??) multiplies Pw

✏ (k). (ii)
Replacing Pw

✏ (k) with the 1-loop power spectrum double-
counts the e↵ect of the long modes since the 1-loop re-
sult already contains ⌃2

✏kk
2Pw

lin
(k) [c.f. (??)]. Hence in

this context the infra-red resummed version of the 1-loop
power spectrum presented in [? ] can be simplified and
written as:

P̃ (k) = Pnw
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1�loop
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where the first line contains just the smooth part of the
power spectrum.7 When considering loop integrals with
large internal momenta, one should allow for the possi-
bility of higher derivative corrections to the dark matter
equations of motion in an E↵ective Field Theory (EFT)
framework [? ]. These corrections compensate for the
error made in treating the short-scale modes as a perfect
fluid. Therefore, the EFT 1-loop power spectrum di↵ers
from (??) by one such correction:

P1�loop(k) = P13(k) + P22(k)� 2R2k2Plin(k), (22)

where R (also known as speed of sound) is chosen to be
1.8 h�2Mpc2 in order to obtain 1% agreement with the

7 In practice, Pnw
1�loop

can be obtained by substituting Plin(k) with

its no-wiggle part in the loop integrals (??) since Pw
lin

/Pnw
lin
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FIG. 4. The ratio of various theoretical approximations to
the power spectrum to the simulation result. Solid: IR-
resummed (??), short-dashed: 1-parameter 1-loop EFT (??),
dot-dashed: 0-parameter 1-loop EFT (??) with R = 0, and
long-dashed: linear. The gray shaded region on the IR-
resummed EFT curve gives the statistical error.

simulation results up to kmax = 0.3hMpc�1 (see fig. ??).
This choice is a rough estimate of R, made in order to
illustrate how the resummation improves matching the
BAO oscillations for k > 0.1hMpc�1. The exact value of
R is irrelevant for the shape of the acoustic peak.
The above resummation formula (??) can be straight-

forwardly extended to any order in perturbation theory
and to higher order statistics such as the bispectrum or
trispectrum. Note that in this approximation the lead-
ing dynamical e↵ect of the long modes on short modes is
also taken into account. The comparison between the IR-
improved power spectrum (??), and the original 1-loop
result (??) can be seen in fig. ??. The IR-resummation
clearly reduces the residual wiggles in the EFT prediction
and can thus increase the range over which the theory
agrees with simulations, as was pointed out in [? ].
For the correlation function, the broadened acoustic

peak resulting from the IR-resummed linear and 1-loop
power spectra is shown together with the initial peak in
fig. ??. Although the first approximation does not fully
capture the smoothing of the peak seen in the data, it
shows that indeed most of the spread is caused by the
bulk motions.
Without resummation the 1-loop EFT (or SPT) power

spectra result in a spurious double-peaked feature at the
BAO scale similar to the one shown in fig. ??. This is
because they only include ⌃2

✏k⇠
00(r) while higher deriva-

tive terms 1/n!⌃2n
✏k ⇠

(2n)(r) that partially cancel this fea-

Only long-short couplings:

Baldauf, Mirbabayi, MS, Zaldarriaga (2015)

Perturbation theory approach to LSS clustering

Infrared Resummation



Redshift-space distortions



Redshift-space

Galaxies are observed in redshift space not in real space

us

galaxy’s position

(in real space)

recession 
velocity due to 
Hubble flow~u

~vH = H ~r

peculiar 
velocity

us

galaxy’s postion

(in redshift space)

�obs = �real +
u

aH

�obs

�real

Two main effects: 
- Kaiser effect at large scales  
- Finger-of-God effect at small scales



Kaiser effect

Real space

line-of-sight

line-of-sight

Redshift space

distant galaxies 
coherently in-falling 
toward a cluster

In redshift space 
they appear closer 
to each other: 

larger clustering

large scales



Kaiser effect

We look at the coordinate transformation between real ( ) and redshift space ( )⃗x ⃗s

Then the density in redshift-space is obtained from mass conservation:

Kaiser (1987)

At linear level, this boils down to

For galaxies



Kaiser effect

The linear power spectrum is now

Enhancement along the line-of-sight 
proportional to the growth rate

The redshift-space power spectrum is anisotropic 
we consider an expansion in Legendre polynomials

f ⌘ d lnD(a)

d ln a
= ⌦�

m(z)

Kaiser (1987)

(The multipoles  are the 
observables of the first slide!)

Pℓ(k)

Standard PT results can be rewritten in terms of kernels accounting 
for matter evolution, bias and redshift-space distortions



Finger-of-God effect

Real space

line-of-sight

line-of-sight

Redshift space

virialized motion of 
galaxies within a 
cluster

In redshift space 
their positions are 
“spread” along the 
line-of-sight

small scales



Finger-of-God modelling

Peacock & Dodds (1996)

Scoccimarro (2004) 

Taruya, Nishimichi & Saito (2010)

Here, the spectra P!!, P"", and P!" denote the auto power
spectra of density and velocity divergence, and their cross
power spectrum, respectively. The velocity divergence " is
defined by " ! ru ¼ #rv=ðaHfÞ.2

On the other hand, the functional form of the damping
term can be basically modeled from the distribution func-
tion of one-dimensional velocity. Historically, it is charac-
terized by a Gaussian or exponential function (e.g., [51–
54]), which leads to

DFoG½x' ¼
!
expð#x2Þ Gaussian;
1=ð1þ x2Þ Lorentzian:

(11)

Note that there is an analogous expression for the expo-
nential distribution, i.e., DFoG½x' ¼ 1=ð1þ x2=2Þ2 [50],
but the resultant power spectrum is quite similar to the
one adopting the Lorentzian form for the range of our
interest, x & 1. Since the Finger-of-God effect is thought
to be a fully nonlinear effect, which mostly comes from the
virialized random motion of the mass (or galaxy) residing
in a halo, the prediction of #v seems rather difficult. Our
primary purpose is to model the shape and structure of the

acoustic feature in the power spectrum, and the precise
form of the damping is basically irrelevant. We thus regard
#v as a free parameter and determine it by fitting the
predictions to the simulations or observations.
Figure 2 compares the phenomenological models of

redshift distortion with combination of Eqs. (10) and (11)
with N-body simulations. In computing the redshift-space
power spectrum from the phenomenological models, we
adopt the improved PT treatment by Refs. [33,34], and the
analytic results including the corrections up to the second-
order Born approximation are used to obtain the three
different power spectra P!!, P!", and P"". The accuracy
of the improved PT treatment has been checked in detail by
Ref. [34], and it has been shown that the predictions of P!!

reproduce the N-body results quite well within 1% accu-
racy below the wave number k1%, indicated by the vertical
arrows in Fig. 2. This has been calibrated from a proper
comparison between N-body and PT results and is empiri-
cally characterized by solving the following equa-
tion [25,34]:

k21%
6$2

Z k1%

0
dqPlinðq; zÞ ¼ C (12)

with C ¼ 0:7 and Plin being the linear matter spectrum.
Note that the 1% accuracy of the improved PT prediction at

FIG. 2 (color online). Same as in Fig. 1, but here we plot the results of phenomenological model predictions. The three different
predictions depicted as solid, dashed, dot-dashed lines are based on the phenomenological model of redshift distortion (9) with various
choices of Kaiser and Finger-of-God terms [Eqs. (10) and (11)]. The left panel shows the monopole power spectra (‘ ¼ 0), and the
right panel shows the quadrupole spectra (‘ ¼ 2). In all cases, the one-dimensional velocity dispersion #v was determined by fitting
the predictions to the N-body simulations. In each panel, the vertical arrows indicate the maximum wave number k1% for improved PT
prediction including up to the second-order Born approximation [see Eq. (12) for a definition].

2The sign convention of the definition of velocity divergence "
differs from that of Refs. [33,34], but is equivalent to the one in
Refs. [26–28,42].

BARYON ACOUSTIC OSCILLATIONS IN 2D: MODELING . . . PHYSICAL REVIEW D 82, 063522 (2010)

063522-5

Several phenomenological model have been proposed over the years

1D velocity dispersion

5660  A.  Semenaite  et  al.  

MNRAS  512,  5657–5670  (2022)  

The  choice  of  θθθfid  in  RESPRESSO  corresponds  to  the  best-fitting  

"  CDM  model  to  the  Planck  2015  data  (Planck  Collaboration  XIII  

2016  ).  Equation  (  4  )  is  most  accurate  for  cosmologies  that  are  close  to  

θθθfid  .  For  cosmologies  further  away  from  the  fiducial,  its  accuracy  can  

be  impro  v  ed  by  performing  a  multistep  reconstruction.  Eggemeier  

et  al.  (  2020  )  showed  that  RESPRESSO  outperforms  other  perturbation  

theory  based  models  in  terms  of  the  range  of  validity  and  accurate  

reco  v  ery  of  mean  posterior  values.  

Following  the  notation  of  Eggemeier,  Scoccimarro  &  Smith  

(  2019  ),  we  describe  the  relation  between  the  galaxy  density  fluc-  

tuations,  δ,  and  the  matter  density  fluctuations,  δm  ,  at  one  loop  in  

terms  of  the  four-parameter  model  

δ =  b  1  δm  +  
b  2  

2  
δ2  
m  +  γ2  G  2  (  %  v  )  +  γ21  G  2  (  ϕ  1  ,  ϕ  2  )  +  ...,  (5)  

where  the  first  two  terms  represent  contributions  from  linear  and  

quadratic  local  bias,  while  the  remaining  ones  correspond  to  non-  

local  terms.  Here,  G  2  is  the  Galileon  operator  of  the  normalized  

velocity  potential  %  ν ,  and  ϕ  1  is  the  linear  Lagrangian  perturbation  

potential  with  ϕ  2  as  a  second-order  potential  that  accounts  for  the  

non-locality  of  the  gravitational  evolution,  

G  2  (  %  ν)  =  (  ∇  ij  %  ν)  2  − (  ∇  2  %  ν)  2  ,  (6)  

G  2  (  ϕ  1  ,  ϕ  2  )  =  ∇  ij  ϕ  2  ∇  ij  ϕ  1  − ∇  2  ϕ  2  ∇  2  ϕ  1  .  (7)  

Two-point  statistics  alone  do  not  constrain  γ 2  well,  because  γ 2  enters  

at  higher  order  and  is  degenerate  with  γ 21  .  Therefore,  we  set  the  value  

of  this  parameter  in  terms  of  the  linear  bias  b  1  using  the  quadratic  

relation  

γ2  (  b  1  )  =  0  .  524  − 0  .  547  b  1  +  0  .  046  b  2  
1  ,  (8)  

which  describes  the  results  of  Sheth,  Chan  &  Scoccimarro  (  2013  )  

using  excursion  set  theory.  Eggemeier  et  al.  (  2020  )  showed  that  this  

relation  is  more  accurate  for  tracers  with  b  1  !  1.3  than  the  one  

obtained  under  the  assumption  of  local  bias  in  Lagrangian  space  

used  in  S  ́anchez  et  al.  (  2017  ).  

The  value  of  γ 21  can  also  be  derived  in  terms  of  b  1  under  the  

assumption  of  the  conserved  evolution  of  galaxies  (hereafter  co-  

evolution)  after  their  formation  as  (Fry  1996  ;  Catelan  et  al.  1998  ;  

Catelan,  Porciani  &  Kamionkowski  2000  ;  Chan,  Scoccimarro  &  

Sheth  2012  )  

γ21  =  − 2  

21  
(  b  1  − 1)  +  

6  

7  
γ2  .  (9)  

This  relation  was  thoroughly  tested  against  constraints  derived  from  

a  combination  of  power  spectrum  and  bispectrum  data  in  Eggemeier  

et  al.  (  2021  ),  and  found  to  be  in  excellent  agreement  for  BOSS  

galaxies.  In  addition  to  this,  in  Section  2.5  ,  we  confirm  that  the  use  

of  this  relation  gives  an  accurate  description  of  the  results  of  N  -  

body  simulations  and  we  therefore  implement  it  in  our  analysis  of  

the  BOSS  and  eBOSS  data.  In  this  way,  the  only  required  free  bias  

parameters  in  our  recipe  are  b  1  and  b  2  ,  while  the  non-local  bias  terms  

can  be  fully  expressed  in  terms  of  the  linear  bias  through  equations  (  8  )  

and  (  9  ).  

Our  description  of  the  effects  of  RSD  matches  that  of  S  ́anchez  et  al.  

(  2017  ).  Following  Scoccimarro  (  2004  )  and  Taruya,  Nishimichi  &  

Saito  (  2010  ),  we  write  the  2D  redshift-space  power  spectrum  as  

P  (  k,  µ)  =  W  ∞  (  if  kµ)  P  novir  (  k,  µ)  ,  (10)  

where  the  ‘no-virial’  power  spectrum,  P  novir  (  k  ,  µ),  is  computed  

using  the  one-loop  approximation  and  includes  three  terms,  one  

representing  a  non-linear  version  of  the  Kaiser  formula  (Kaiser  1987  )  

and  two  higher-order  terms  that  include  the  contributions  of  the  cross-  

spectrum  and  bispectrum  between  densities  and  velocities.  Besides  

the  non-linear  matter  power  spectrum,  P  novir  (  k  ,  µ)  requires  also  the  

v  elocity–v  elocity  and  matter–velocity  power  spectra,  which  we  com-  

pute  using  the  empirical  relations  measured  from  N  -body  simulations  

of  Bel  et  al.  (  2019  ).  The  function  W  ∞  (  λ =  ifk  µ)  represents  the  

large-scale  limit  of  the  generating  function  of  the  pairwise  velocity  

distribution,  which  accounts  for  non-linear  corrections  due  to  fingers  

of  God  or  virial  motions  and  can  be  parametrized  as  (S  ́anchez  et  al.  

2017  )  

W  ∞  (  λ)  =  
1  √  

1  − λ2  a  2  
vir  

exp  

(
λ2  σ 2  

v  

1  − λ2  a  2  
vir  

)
,  (11)  

where  a  vir  is  a  free  parameter  characterizing  the  kurtosis  of  the  small-  

scale  velocity  distribution,  and  σ v  is  the  1D  linear  velocity  dispersion  

defined  in  terms  of  the  linear  matter  power  spectrum  as  

σ 2  
v  ≡

1  

6  π2  

∫  

d  k  P  L  (  k)  .  (12)  

The  QSO  sample  is  known  to  be  affected  by  non-negligible  redshift  

errors  that  also  affect  the  clustering  measurements  (Zarrouk  et  al.  

2018  ).  We  account  for  this  following  Hou  et  al.  (  2018  ),  who  showed  

that  this  effect  can  be  correctly  described  by  including  an  additional  

damping  factor  to  the  power  spectrum  of  equation  (  10  )  of  the  form  

exp  (  − k  µσ err  ),  where  σ err  is  treated  as  an  additional  free  parameter.  

Finally,  the  Alcock–Paczynski  distortions  (Alcock  &  Paczy  ́nski  

1979  )  due  to  the  difference  between  the  true  and  fiducial  cosmologies  

are  accounted  for  by  introducing  the  geometric  distortion  factors  

q  ⊥  =  D  M  (  z  eff  )  /D  ′  
M  (  z  eff  )  ,  (13)  

q  ‖  =  H  ′  (  z  eff  )  /H  (  z  eff  )  .  (14)  

Here,  D  M  (  z)  is  the  comoving  angular  diameter  distance  and  H  (  z)  

is  the  Hubble  parameter,  with  primed  quantities  corresponding  to  

the  fiducial  cosmology  used  to  convert  redshifts  to  distances.  The  

distortion  factors  are  then  applied  to  rescale  the  separations  s  of  

galaxy  pairs  and  the  angles  between  the  separation  vector  and  the  

line-of-sight  µ such  that  

s  =  s  ′  
(
q  2  

‖  µ
′  2  +  q  2  

⊥  
(
1  − µ′  2  

))
,  (15)  

µ =  µ′  q  ‖  √  
q  2  
‖  µ

′  2  +  q  2  
⊥  (1  −µ′  2  )  

.  (16)  

In  summary,  our  model  of  the  clustering  wedges  from  BOSS  

requires  three  free  parameters,  b  1  ,  b  2  ,  and  a  vir  ,  with  the  values  of  

γ 2  and  γ 21  given  in  terms  of  b  1  using  equations  (  8  )  and  (  9  ).  This  

is  one  less  free  parameter  than  in  the  original  analysis  of  S  ́anchez  

et  al.  (  2017  ).  The  Legendre  multipoles  of  the  eBOSS  QSO  require  

the  addition  of  σ err  ,  leading  to  a  total  of  four  free  parameters.  

2.3  Additional  data  sets  

We  complement  the  information  from  our  clustering  measurements  

with  the  3  × 2pt  measurements  from  DES  Y1  (Abbott  et  al.  2018  ).  

We  also  use  the  shear  measurements  from  the  Kilo-Degree  Survey  

(KiDS-450;  Hildebrandt  et  al.  2016  )  and  present  the  results  in  

Appendix  A  .  

The  source  galaxy  samples  from  DES  are  split  into  four  redshift  

bins,  spanning  the  redshift  range  of  0.2  <  z  ≤ 1.3.  In  addition  to  

shear  measurements  from  the  source  galaxies,  the  DES  Y1  data  

set  also  includes  galaxy  clustering  and  g  alaxy–g  alaxy  lensing  two-  

point  correlation  function  measurements,  as  well  as  the  lens  redshift  
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Here, the spectra P!!, P"", and P!" denote the auto power
spectra of density and velocity divergence, and their cross
power spectrum, respectively. The velocity divergence " is
defined by " ! ru ¼ #rv=ðaHfÞ.2

On the other hand, the functional form of the damping
term can be basically modeled from the distribution func-
tion of one-dimensional velocity. Historically, it is charac-
terized by a Gaussian or exponential function (e.g., [51–
54]), which leads to

DFoG½x' ¼
!
expð#x2Þ Gaussian;
1=ð1þ x2Þ Lorentzian:

(11)

Note that there is an analogous expression for the expo-
nential distribution, i.e., DFoG½x' ¼ 1=ð1þ x2=2Þ2 [50],
but the resultant power spectrum is quite similar to the
one adopting the Lorentzian form for the range of our
interest, x & 1. Since the Finger-of-God effect is thought
to be a fully nonlinear effect, which mostly comes from the
virialized random motion of the mass (or galaxy) residing
in a halo, the prediction of #v seems rather difficult. Our
primary purpose is to model the shape and structure of the

acoustic feature in the power spectrum, and the precise
form of the damping is basically irrelevant. We thus regard
#v as a free parameter and determine it by fitting the
predictions to the simulations or observations.
Figure 2 compares the phenomenological models of

redshift distortion with combination of Eqs. (10) and (11)
with N-body simulations. In computing the redshift-space
power spectrum from the phenomenological models, we
adopt the improved PT treatment by Refs. [33,34], and the
analytic results including the corrections up to the second-
order Born approximation are used to obtain the three
different power spectra P!!, P!", and P"". The accuracy
of the improved PT treatment has been checked in detail by
Ref. [34], and it has been shown that the predictions of P!!

reproduce the N-body results quite well within 1% accu-
racy below the wave number k1%, indicated by the vertical
arrows in Fig. 2. This has been calibrated from a proper
comparison between N-body and PT results and is empiri-
cally characterized by solving the following equa-
tion [25,34]:

k21%
6$2

Z k1%

0
dqPlinðq; zÞ ¼ C (12)

with C ¼ 0:7 and Plin being the linear matter spectrum.
Note that the 1% accuracy of the improved PT prediction at

FIG. 2 (color online). Same as in Fig. 1, but here we plot the results of phenomenological model predictions. The three different
predictions depicted as solid, dashed, dot-dashed lines are based on the phenomenological model of redshift distortion (9) with various
choices of Kaiser and Finger-of-God terms [Eqs. (10) and (11)]. The left panel shows the monopole power spectra (‘ ¼ 0), and the
right panel shows the quadrupole spectra (‘ ¼ 2). In all cases, the one-dimensional velocity dispersion #v was determined by fitting
the predictions to the N-body simulations. In each panel, the vertical arrows indicate the maximum wave number k1% for improved PT
prediction including up to the second-order Born approximation [see Eq. (12) for a definition].

2The sign convention of the definition of velocity divergence "
differs from that of Refs. [33,34], but is equivalent to the one in
Refs. [26–28,42].
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The  choice  of  θθθfid  in  RESPRESSO  corresponds  to  the  best-fitting  

"  CDM  model  to  the  Planck  2015  data  (Planck  Collaboration  XIII  

2016  ).  Equation  (  4  )  is  most  accurate  for  cosmologies  that  are  close  to  

θθθfid  .  For  cosmologies  further  away  from  the  fiducial,  its  accuracy  can  

be  impro  v  ed  by  performing  a  multistep  reconstruction.  Eggemeier  

et  al.  (  2020  )  showed  that  RESPRESSO  outperforms  other  perturbation  

theory  based  models  in  terms  of  the  range  of  validity  and  accurate  

reco  v  ery  of  mean  posterior  values.  

Following  the  notation  of  Eggemeier,  Scoccimarro  &  Smith  

(  2019  ),  we  describe  the  relation  between  the  galaxy  density  fluc-  

tuations,  δ,  and  the  matter  density  fluctuations,  δm  ,  at  one  loop  in  

terms  of  the  four-parameter  model  

δ =  b  1  δm  +  
b  2  

2  
δ2  
m  +  γ2  G  2  (  %  v  )  +  γ21  G  2  (  ϕ  1  ,  ϕ  2  )  +  ...,  (5)  

where  the  first  two  terms  represent  contributions  from  linear  and  

quadratic  local  bias,  while  the  remaining  ones  correspond  to  non-  

local  terms.  Here,  G  2  is  the  Galileon  operator  of  the  normalized  

velocity  potential  %  ν ,  and  ϕ  1  is  the  linear  Lagrangian  perturbation  

potential  with  ϕ  2  as  a  second-order  potential  that  accounts  for  the  

non-locality  of  the  gravitational  evolution,  

G  2  (  %  ν)  =  (  ∇  ij  %  ν)  2  − (  ∇  2  %  ν)  2  ,  (6)  

G  2  (  ϕ  1  ,  ϕ  2  )  =  ∇  ij  ϕ  2  ∇  ij  ϕ  1  − ∇  2  ϕ  2  ∇  2  ϕ  1  .  (7)  

Two-point  statistics  alone  do  not  constrain  γ 2  well,  because  γ 2  enters  

at  higher  order  and  is  degenerate  with  γ 21  .  Therefore,  we  set  the  value  

of  this  parameter  in  terms  of  the  linear  bias  b  1  using  the  quadratic  

relation  

γ2  (  b  1  )  =  0  .  524  − 0  .  547  b  1  +  0  .  046  b  2  
1  ,  (8)  

which  describes  the  results  of  Sheth,  Chan  &  Scoccimarro  (  2013  )  

using  excursion  set  theory.  Eggemeier  et  al.  (  2020  )  showed  that  this  

relation  is  more  accurate  for  tracers  with  b  1  !  1.3  than  the  one  

obtained  under  the  assumption  of  local  bias  in  Lagrangian  space  

used  in  S  ́anchez  et  al.  (  2017  ).  

The  value  of  γ 21  can  also  be  derived  in  terms  of  b  1  under  the  

assumption  of  the  conserved  evolution  of  galaxies  (hereafter  co-  

evolution)  after  their  formation  as  (Fry  1996  ;  Catelan  et  al.  1998  ;  

Catelan,  Porciani  &  Kamionkowski  2000  ;  Chan,  Scoccimarro  &  

Sheth  2012  )  

γ21  =  − 2  

21  
(  b  1  − 1)  +  

6  

7  
γ2  .  (9)  

This  relation  was  thoroughly  tested  against  constraints  derived  from  

a  combination  of  power  spectrum  and  bispectrum  data  in  Eggemeier  

et  al.  (  2021  ),  and  found  to  be  in  excellent  agreement  for  BOSS  

galaxies.  In  addition  to  this,  in  Section  2.5  ,  we  confirm  that  the  use  

of  this  relation  gives  an  accurate  description  of  the  results  of  N  -  

body  simulations  and  we  therefore  implement  it  in  our  analysis  of  

the  BOSS  and  eBOSS  data.  In  this  way,  the  only  required  free  bias  

parameters  in  our  recipe  are  b  1  and  b  2  ,  while  the  non-local  bias  terms  

can  be  fully  expressed  in  terms  of  the  linear  bias  through  equations  (  8  )  

and  (  9  ).  

Our  description  of  the  effects  of  RSD  matches  that  of  S  ́anchez  et  al.  

(  2017  ).  Following  Scoccimarro  (  2004  )  and  Taruya,  Nishimichi  &  

Saito  (  2010  ),  we  write  the  2D  redshift-space  power  spectrum  as  

P  (  k,  µ)  =  W  ∞  (  if  kµ)  P  novir  (  k,  µ)  ,  (10)  

where  the  ‘no-virial’  power  spectrum,  P  novir  (  k  ,  µ),  is  computed  

using  the  one-loop  approximation  and  includes  three  terms,  one  

representing  a  non-linear  version  of  the  Kaiser  formula  (Kaiser  1987  )  

and  two  higher-order  terms  that  include  the  contributions  of  the  cross-  

spectrum  and  bispectrum  between  densities  and  velocities.  Besides  

the  non-linear  matter  power  spectrum,  P  novir  (  k  ,  µ)  requires  also  the  

v  elocity–v  elocity  and  matter–velocity  power  spectra,  which  we  com-  

pute  using  the  empirical  relations  measured  from  N  -body  simulations  

of  Bel  et  al.  (  2019  ).  The  function  W  ∞  (  λ =  ifk  µ)  represents  the  

large-scale  limit  of  the  generating  function  of  the  pairwise  velocity  

distribution,  which  accounts  for  non-linear  corrections  due  to  fingers  

of  God  or  virial  motions  and  can  be  parametrized  as  (S  ́anchez  et  al.  

2017  )  

W  ∞  (  λ)  =  
1  √  

1  − λ2  a  2  
vir  

exp  

(
λ2  σ 2  

v  

1  − λ2  a  2  
vir  

)
,  (11)  

where  a  vir  is  a  free  parameter  characterizing  the  kurtosis  of  the  small-  

scale  velocity  distribution,  and  σ v  is  the  1D  linear  velocity  dispersion  

defined  in  terms  of  the  linear  matter  power  spectrum  as  

σ 2  
v  ≡

1  

6  π2  

∫  

d  k  P  L  (  k)  .  (12)  

The  QSO  sample  is  known  to  be  affected  by  non-negligible  redshift  

errors  that  also  affect  the  clustering  measurements  (Zarrouk  et  al.  

2018  ).  We  account  for  this  following  Hou  et  al.  (  2018  ),  who  showed  

that  this  effect  can  be  correctly  described  by  including  an  additional  

damping  factor  to  the  power  spectrum  of  equation  (  10  )  of  the  form  

exp  (  − k  µσ err  ),  where  σ err  is  treated  as  an  additional  free  parameter.  

Finally,  the  Alcock–Paczynski  distortions  (Alcock  &  Paczy  ́nski  

1979  )  due  to  the  difference  between  the  true  and  fiducial  cosmologies  

are  accounted  for  by  introducing  the  geometric  distortion  factors  

q  ⊥  =  D  M  (  z  eff  )  /D  ′  
M  (  z  eff  )  ,  (13)  

q  ‖  =  H  ′  (  z  eff  )  /H  (  z  eff  )  .  (14)  

Here,  D  M  (  z)  is  the  comoving  angular  diameter  distance  and  H  (  z)  

is  the  Hubble  parameter,  with  primed  quantities  corresponding  to  

the  fiducial  cosmology  used  to  convert  redshifts  to  distances.  The  

distortion  factors  are  then  applied  to  rescale  the  separations  s  of  

galaxy  pairs  and  the  angles  between  the  separation  vector  and  the  

line-of-sight  µ such  that  

s  =  s  ′  
(
q  2  

‖  µ
′  2  +  q  2  

⊥  
(
1  − µ′  2  

))
,  (15)  

µ =  µ′  q  ‖  √  
q  2  
‖  µ

′  2  +  q  2  
⊥  (1  −µ′  2  )  

.  (16)  

In  summary,  our  model  of  the  clustering  wedges  from  BOSS  

requires  three  free  parameters,  b  1  ,  b  2  ,  and  a  vir  ,  with  the  values  of  

γ 2  and  γ 21  given  in  terms  of  b  1  using  equations  (  8  )  and  (  9  ).  This  

is  one  less  free  parameter  than  in  the  original  analysis  of  S  ́anchez  

et  al.  (  2017  ).  The  Legendre  multipoles  of  the  eBOSS  QSO  require  

the  addition  of  σ err  ,  leading  to  a  total  of  four  free  parameters.  

2.3  Additional  data  sets  

We  complement  the  information  from  our  clustering  measurements  

with  the  3  × 2pt  measurements  from  DES  Y1  (Abbott  et  al.  2018  ).  

We  also  use  the  shear  measurements  from  the  Kilo-Degree  Survey  

(KiDS-450;  Hildebrandt  et  al.  2016  )  and  present  the  results  in  

Appendix  A  .  

The  source  galaxy  samples  from  DES  are  split  into  four  redshift  

bins,  spanning  the  redshift  range  of  0.2  <  z  ≤ 1.3.  In  addition  to  

shear  measurements  from  the  source  galaxies,  the  DES  Y1  data  

set  also  includes  galaxy  clustering  and  g  alaxy–g  alaxy  lensing  two-  

point  correlation  function  measurements,  as  well  as  the  lens  redshift  
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 free parameter related to the kurtosis of the velocity distributionavir
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Orthodox implementation of the EFTofLSS prescription describe FoG with counterterms

monopole quadrupole

+ next-to-leading order

Maybe on FoG there is still some possible improvement …



Stochastic Contributions
(almost there now)



Shot-noise in power spectrum measurements
Our original observable is the galaxy catalog.  
A simple expression for galaxy number density can be

A simple estimator for the power spectrum can be

(here )k ≠ 0

where is the number of modes 
 in a shell of radius ⃗q k

shot-noise contribution

For our catalog we have



Shot-noise: 2 considerations

1. The signal we are after is often limited by 
shot-noise at small scale 
 
In current spectroscopic surveys this is by 
design: we need for the sufficient density to 
detect BAOs (measuring spectra is expensive) 
 

2. The Poisson  value is only expected in 
the large  limit 
 
At small  we expect corrections to to halo 
exclusion and nonlinear clustering 
 
Hence: more free parameters  
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Figure 1. The upper panels show the mean of the measurements of the halo power spectrum (left)
and bispectrum (right) extracted from the N-body simulations; the dashed lines represent the Poisson
prediction for the shot-noise contributions of the corresponding statistics. The lower panels show the
relative standard error on the mean of the power spectrum (left) and the bispectrum (right); the
dashed lines show the relative contribution of the Poisson prediction of the shot-noise to the total
statistics. In the panels for the bispectrum measurements, we show triangles with increasing values of
the sides subject to the constraint k1 Ø k2 Ø k3, with gray vertical lines marking the last configuration
sharing the corresponding value of k1.

matter halos to their position at z = 1. The capability of the Pinocchio code to reproduce
the covariance properties of the 2-point correlation function, power spectrum, and bispectrum
has been established in a series of papers [83–85].

We use the mock halo catalogs to estimate the covariance matrix for the joint power
spectrum and bispectrum measurements. For both the power spectrum and bispectrum,
the leading Gaussian contribution to the covariance matrix depends on the amplitude of
the total halo power spectrum. Therefore, we require the total halo power spectrum of the
mock catalogs to match the one of the N-body simulations at large scales, by adjusting the
mass threshold in the Pinocchio mocks. This is done in order to minimize the systematic
di�erences between the covariance matrices extracted from the mocks and the ones from the
N-body simulations, and thus to allow for an assessment of the goodness of the fit of the
theoretical models we study. The relative di�erence between the power spectrum variance from
the simulation and the one recovered from the Pinocchio mocks is within a few percent while
for the bispectrum variance the di�erence is at the 5% level (see Paper I for further details).

In a fitting problem with Np free parameters, approximating the Nb ◊ Nb covariance
matrix C of the data with the sample covariance ÂC measured from a finite number Nm of mock
catalogs leads to spuriously enlarged errors for the model parameters. According to [86, 87],
the actual parameter covariance is multiplied by the factor

f = 1 + (Nm ≠ Nb ≠ 2)(Nb ≠ Np)
(Nm ≠ Nb ≠ 1)(Nm ≠ Nb ≠ 4) . (2.4)

In our case, setting Nm = 10 000, a maximum of Nb = 233, and assuming Np = 10, gives
f = 1.023. We thus expect that our error estimates for the model parameters are accurate to
percent level.

– 5 –

A similar weighting scheme can be derived for galaxies for
the two-halo term in the context of the halo model.

F. A realistic galaxy sample

Let us now see how the stochasticity matrix behaves for a
realistic galaxy sample. In Halo Occupation Distribution
(HOD) models [47,48] the occupation number NgðMÞ
is usually split into a central and a satellite component
Ng ¼ Nc þ Ns. In Fig. 13 we show the stochasticity of
the Luminous Red Galaxy (LRG) sample described in
[49,50]. The total number density of the LRGs is !ng ¼
7:97% 10&5h&3 Mpc3 corresponding to a fiducial shot
noise of 1= !ng ' 1:25% 104h&3 Mpc3. The effective sto-
chasticity level for the full sample is SNeff ¼ 1:09%
104h&3 Mpc3, corresponding to a correction of "Pgg ¼
&1:8% 103h&3 Mpc3. The satellite fraction of the galaxy

sample is 4.9%. Let us try to understand the total correction
based on the constituent central, satellite and central-
satellite cross-power spectra. The sum of these three
components weighted according to Eq. (24) agrees with
the measured stochasticity of the full sample. The central-
central power spectrum dominates the negative stochastic-
ity correction on large scales with a weighted correction of
ð1& fsÞ2"Pcc ¼ &2100h&3 Mpc3 The satellite-satellite
power spectrum has a positive one halo contribution on
large scales that contributes a weighted correction of
f2s"Pss ¼ þ570h&3 Mpc3 The central-satellite cross-
power spectrum changes sign but contributes about"Pcs ¼
&370h&3 Mpc3 at k ¼ 0:03h Mpc&1. The amplitude of
these corrections could in principle be understood based
on a accurate model for the stochasticity correction of
the host haloes and the halo model. In this context the
corrections are given as [15,16]

Pð1hÞ
cc ðkÞ ¼ 1

!nc
(54)

Pð1hÞ
ss ðkÞ ¼ 1

!ns
þ 1

!n2s

Z
dMnðMÞNs;hðMÞ½Ns;hðMÞ & 1)u2ðkjMÞ#ðNs;h & 1Þ (55)

Pð1hÞ
cs ðkÞ ¼ 1

!nc !ns

Z
dMnðMÞNc;hðMÞNs;hðMÞuðkjMÞ#ðNs;h & 1Þ (56)

Pð2hÞ
cc ðkÞ ¼ 1

!n2c

Z
dMnðMÞNc;hðMÞ

Z
dM0nðM0ÞNc;hðM0ÞPhhðkjM;M0Þ (57)

Pð2hÞ
ss ðkÞ ¼ 1

!n2s

Z
dMnðMÞNs;hðMÞuðkjMÞ

Z
dM0nðM0ÞNs;hðM0ÞuðkjM0ÞPhhðkjM;M0Þ (58)

Pð2hÞ
cs ðkÞ ¼ 1

!ns !nc

Z
dMnðMÞNc;hðMÞ

Z
dM0nðM0ÞNs;hðM0ÞuðkjM0ÞPhhðkjM;M0Þ: (59)
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FIG. 13 (color online). Stochasticity of anHOD implementation of a Luminous RedGalaxy sample. The full sample is shown by the red,
filled circles and the bare shot noise is shown by the top thin solid red line. We split the sample into the central-central (cyan diamonds and
cyan dashed thin line), satellite-satellite (green squares and green thick dashed line) and central-satellite (black crosses and black thick solid
line) contributions. The constituent stochasticity levels are weighted according to their contribution to the full galaxy power spectrum [see
Eq. (23)] and their sum isgivenby theopencircles,whichcoincidewith the full sample.Left panel:Halooccupationdistributionmodelwitha
satellite fraction of fs ¼ 4:9% ([49,50]). Right panel: Same as left panel, but for a satellite fraction of fs ¼ 8:5%.
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To Sum Up
(for real now)



The total number of nuisance parameters used in the
blinded analysis of the East Coast team is six: three
counterterms (c20, c22, c) and three bias parameters (b1,
b2, bG2

). Since the shot-noise contribution has been
subtracted from the measured spectra, the corresponding
parameter is not fitted, in contrast to Ref. [74]. As far as the
cosmological parameters are concerned, the basis that
was used consists of the dimensionless Hubble constant
h (H0 ¼ h · 100 km=s=Mpc), the physical matter density
ωm, and the normalization A1=2 defined with respect to the
best-fit Planck value for the base ΛCDM cosmology,

A1=2 ≡
!

As

As;Planck

"
1=2

;

where As;Planck ¼ 2.0989 × 10−9: ð19Þ

All varied cosmological and nuisance parameters were
assigned flat priors without boundaries, i.e., ð−∞;∞Þ.
The evaluation of perturbation theory integrals was

performed using the FFTLog method of [76] implemented
as a module in the CLASS Boltzmann solver [77,78]. Using
the IR resummation based on wiggly smooth decomposi-
tion, a single evaluation of a theoretical model is of the
order Oð1Þ sec for high precision settings. This allows for
a new evaluation of the nonlinear power spectra at every
step of the MCMC chain, which is what is done in the East
Coast team analysis. The MCMC analysis was performed
using the MontePython v3.0 [79,80] sampler interfaced with
the modified version of the CLASS code. The nuisance
parameters were sampled in the “fast mode” [81] at a
negligible computational cost.
Since the k-binning of the challenge spectra is very wide

(Δk ¼ 0.01 hMpc−1) compared to the fundamental mode
of the box, the theoretical predictions have to be properly
averaged over each bin. The boundaries of the bins were
estimated using the simulation volume, which was known
to both teams. The East Coast team checked that the
estimated boundaries allow one to accurately reproduce the
provided weighted means of the k-bins and found that
averaging the theory over the bin versus evaluating it in the
mean can induce roughly Oð0.5Þσ shifts in cosmological
parameters.

2. West Coast team

The implementation of the West Coast team is the result
of a long journey where each of the ingredients of the
EFTofLSS necessary to apply it to data was subsequently
developed one by one, tested on simulations, and shown to
be successful. Though not all those results are directly used
in the analysis, the West Coast team would have never
applied the model to the data without those intermediate
successes. We therefore find it nice to add, in each instance
where the EFTofLSS is applied to data, the following

footnote where we acknowledge at least a fraction of those
important developments.4

The model for the West Coast team and the analysis
techniques are the same as the ones used in [28,30], to
which we refer for details. The one-loop redshift-space
galaxy power spectrum reads

Pgðk;μÞ¼Z1ðμÞ2P11ðkÞ

þ2

Z
d3q
ð2πÞ3

Z2ðq;k−q;μÞ2P11ðjk−qjÞP11ðqÞ

þ6Z1ðμÞP11ðkÞ
Z

d3q
ð2πÞ3

Z3ðq;−q;k;μÞP11ðqÞ

þ2Z1ðμÞP11ðkÞ
!
cct

k2

k2M
þcr;1μ2

k2

k2M
þcr;2μ4

k2

k2M

"

þ 1

n̄g

!
cϵ;1þcϵ;2

k2

k2M
þcϵ;3fμ2

k2

k2M

"
: ð20Þ

Here, k−1M controls the bias derivative expansion, and we set
it to be ≃k−1NL, which is the scale controlling the expansion
of the dark matter derivative expansion. We set
kg ¼ 0.7 hMpc−1, and n̄g is the mean galaxy density.
In the next-to-last line of Eq. (20), the term in cct

represents a linear combination of a higher derivative bias
[19] that appears in Eq. (12) and the speed of sound of dark
matter [15,16]: δðk⃗; tÞ ⊃ k2δlinðk⃗; tÞ. The terms in cr;1 and
cr;2 represent the redshift-space counterterms [20]:
δredshiftðk⃗; tÞ ⊃ k2μ2δðk; tÞ, k2μ4δðk; tÞ. In the last line of

4The initial formulation of the EFTofLSS was performed in
Eulerian space in [15,16] and then extended to Lagrangian space
in [68]. The dark matter power spectrum was computed at one-,
two-, and three-loop orders in [16,18,82–90]. Some additional
theoretical developments of the EFTofLSS that accompanied
these calculations were a careful understanding of renormaliza-
tion [16,91,92] (including rather subtle aspects such as lattice
running [16] and a better understanding of the velocity field
[82,93]), of the several ways for extracting the value of the
counterterms from simulations [16,94], and of the nonlocality in
time of the EFTofLSS [19,82,84]. These theoretical explorations
also include an instructive study in 1þ 1 dimensions [94]. In
order to correctly describe the BAO peak, an IR resummation of
the long displacement fields had to be performed. This led to the
so-called IR-resummed EFTofLSS [18,64–67]. A method to
account for baryonic effects was presented in [21]. The dark
matter bispectrum was computed at one loop in [95,96], the one-
loop trispectrum in [97], and the displacement field in [98]. The
lensing power spectrum was computed at two loops in [99].
Biased tracers, such as halos and galaxies, were studied in the
context of the EFTofLSS in [19,71,72,100–102] (see also [14]),
and the halo and matter power spectra and bispectra (including all
cross-correlations) in [19,100]. Redshift-space distortions were
developed in [20,22,72]. Clustering dark energy was included in
the formalism in [89,103–105], primordial non-Gaussianities in
[22,100,106–109], and neutrinos in [110,111]. Faster evaluation
schemes for evaluation for some of the loop integrals were
developed in [76].
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In Fig. 6 the team shows that the data are well fitted by
the theoretical model with the best-fit parameters, with
−2 logL=dof ¼ 16=ð24 − 6Þ, corresponding to a very
good p-value.8 In the lower panel, different contributions
to the best-fit power spectra are shown to check the
self-consistency of the perturbative expansion. It is apparent
that the one-loop term is safely less than 10%of the linear one
at all k’s. In addition to the one-loop term, an estimate of the
two-loop contribution, i.e., P2

1−loop=Plin, is shown: clearly, at
least for the quadrupole, this estimate is of the order of the
error on the data at the highest k. This is an additional
indication that, for roughly kmax ≳ 0.12 − 0.14 hMpc−1, the
one-loop model will not be an accurate description of the
data, and parameter estimation will suffer from theory
systematics.
After unblinding, the West Coast team submitted addi-

tional results at kmax ¼ 0.14; 0.16; 0.18; 0.20 hMpc−1

because it was subsequently decided that it was interesting
to explore the kmax dependence of the theory-systematic
error. In fact, though this was already analyzed by the team
in both their original papers [28,30], the challenge simu-
lation is different and its volume is larger. At the higher

FIG. 4. Upper panel: comparison of the data for the monopole and the quadrupole (with error bars, albeit they are barely visible) with
the best-fit model (left panel) obtained by the East Coast team. The residuals for the monopole and the quadrupole for the best-fit model
with χ2=dof ¼ 12=ð24 − 9Þ are shown in the right panel. Note that the quadrupole data points are slightly shifted for better visibility.
Lower panel: different contributions to the monopole (left panel) and quadrupole (right panel) power spectra. The data errors and the
two-loop estimate are also displayed. We plot the absolute values; some terms are negative.

TABLE I. Baseline results obtained by the East Coast team for
kmax ¼ 0.12 hMpc−1 at z ¼ 0.61. Only the cosmological param-
eters and b1 are shown. Note that Ωm, lnð1010AsÞ, and σ8 in the
lower disjoint table show the results for the derived parameters.

kmax ¼ 0.12 hMpc−1 Best fit Mean $1σ

ΔA1=2=A1=2 × 102 −0.15 −0.16$ 1.0
Δh=h × 102 −0.55 −0.59$ 0.46
Δωm=ωm × 102 0.2 0.15$ 1.4
Δb1=b1 × 102 0.20 0.22$ 1.2
ΔΩm=Ωm × 102 1.3 1.2$ 0.9
Δ lnð1010AsÞ= lnð1010AsÞ × 102 −0.098 −0.11$ 0.69
Δσ8=σ8 × 102 −0.094 −0.022$ 0.928Notice that the likelihood of this team is not Gaussian.
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linear Kaiser effect

 one-loop correction (matter, bias, RSDs)P22

 one-loop correction (matter, bias, RSDs)P13

one-loop counterterms (matter, bias, RSDs)

shot-noise
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are always well within the 1σ interval, which justifies
the kmax choice of the analyses from the same teams in
Refs. [28–30].
While the size of the error bars shrinks towards higher

kmax, the gain is small after kmax ≳ 0.14 hMpc−1. This could
be causedby the combinationof twoeffects. First, the relative
contribution of the shot noise in the data covariance becomes

important. Second, the EFT parameters controlling the
nonlinear corrections become important in such a way that
the additional information coming from small-scale modes
mainly determines these parameters rather than the cosmo-
logical parameters. If one looks into the trend in the error bars
more closely, the results from the two teams are clearly
different, especiallywhen kmax ≲ 0.1 hMpc−1, up to a factor
∼2 smaller by theWest Coast team. This difference is driven
by the prior treatment. The East Coast team had no priors on
the chosen set of nuisance parameters, whereas the West
Coast team always kept the nuisance parameters within
physically motivated bounds. Thus, the observed difference
of the results between the two teams implies that on scales
larger than 0.1 hMpc−1, the data are not good enough to
break degeneracies between the cosmological and nuisance
parameters. These degeneracies are broken at larger wave
numbers, where the results of the two teams agree regardless
of the nuisance parameters’ priors.
Let us briefly discuss some cosmological implications of

our blinded analysis. The cosmological information probed
by redshift galaxy surveys can be crudely divided into four
different categories:

FIG. 6. Upper panel: comparison of the data for the monopole
(black) and the quadrupole (blue) with the best-fit model obtained
by the West Coast team. Middle panel: residuals for the monopole
and the quadrupole for the best-fit model with the partially
marginalized likelihood giving −2 logL=dof ¼ 16=ð24 − 6Þ for
kmax ¼ 0.12 hMpc−1. Lower panel: different contributions to the
monopole and quadrupole power spectra. We only plot the
absolute values; some terms are negative.

FIG. 7. One-dimensional marginalized posterior distributions
for the three main cosmological parameters as well as the linear
bias parameter as a function of the maximum wave number kmax
considered in the analysis. The 68% credible intervals derived by
the East and West Coast teams are shown, respectively, by the
blue and red error bars, with the mean marked by the upward and
downward triangles. Also plotted by the shaded regions are those
scaled to the volume of SDSS DR12. The error bars are slightly
shifted horizontally to avoid a heavy overlap.
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will argue shortly, these terms turn out to be irrelevant for
our analysis.
Before closing this section, we also note that we

have implemented IR resummation for all the LPNG
terms entering the power spectra and bispectra models,
following the formalism of time-sliced perturbation theory
[38,44,63,64]. After implementing both IR resummation
and the Alcock-Pazcynski projection effects [65] in our
models for the tree-level bispectrum and the one-loop
power spectra, we numerically compute the Legendre
multipoles of the power spectrum and the bispectrum
monopole, allowing for robust comparison to data.

E. Behavior in a scaling universe

Let us estimate the relative importance of the different
fNL contributions. This can be done using the scaling
universe approach [58,66]. It is based on the fact that the
linear power spectrum in our Universe can be well
approximated by a power law: P11 ∝ ðk=kNLÞnk−3NL with
n ≈ −1.5 for quasilinear wave numbers k ≃ 0.1 hMpc−1.
We also introduced the nonlinear scale kNL ¼ 0.5 hMpc−1

at z ¼ 0.5.
We choose to focus on this particular range for the

following reason. Given that the leading LPNG contribu-
tion is a linear scale-dependent bias enhanced on large
scales, and the LPNG loop corrections dominate the usual
Gaussian loops at low-k, large scales should be crucial for
our analysis. The relative contributions of these terms
diminish compared to the Gaussian loops at small scales,
but the error bars also get smaller. This suggests that the
relative importance of the LPNG corrections should be
maximal at some intermediate wave number scale, which
we choose we to be kref ¼ 0.1 hMpc−1, roughly in the
center of the wave number range that we use in the data
analysis. In what follows, all estimates will be presented
for k ¼ kref.

Assuming that there is a single nonlinear scale in the
problem, the estimates for the total dimensionless galaxy
power spectrumΔ2ðkÞ≡ k3PðkÞ for purely Gaussian initial
conditions give

Δ2ðkÞ¼
!

k
kNL

"
1.5

|fflfflfflfflffl{zfflfflfflfflffl}
Ptree

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
P1-loop

þ
!

k
kNL

"
3.5

|fflfflfflfflffl{zfflfflfflfflffl}
ctr

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
stoch

: ð37Þ

Recalling that the Bardeen potential has a nearly scale-
invariant spectrum, we get the following expressions for the
LPNG terms:

Δ2
NGðkÞ ¼ fNLΔϕ

!
k
kNL

"
0.75

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG;fNL
tree-level

þ ðfNLΔϕÞ2|fflfflfflfflfflffl{zfflfflfflfflfflffl}
P
NG;f2

NL
tree-level

þ fNLΔϕ

!
k
kNL

"
2.25

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG
1-loop

: ð38Þ

Evaluating these corrections at the reference scale
kref ¼ 0.1 hMpc−1, we get

Δ2
Ptree

≃0.089; Δ2
P1-loop

¼Δ2
Pstoch

≃8×10−3;

Δ2
Pctr

≃3.6×10−3; Δ2

PNG;fNL
tree-level

≃1.1×10−2×
fNL
300

;

Δ2

P
NG;f2

NL
tree-level

≃1.3×10−3×
!
fNL
300

"
2

; Δ2
PNG
1-loop

≃9.6×10−4×
fNL
300

:

ð39Þ

As expected, we see that the scale-dependent bias con-
tribution PLPNG

tree-level always dominates over PLPNG
1-loop, and it is

FIG. 1. Left panel: “Gaussian” one-loop contributions to the power spectrum monopole at z ¼ 0.61 compared with linear theory. We
take b1 ¼ 1, and the different curves have the corresponding bias parameters set to unity. Right panel: PNG contributions to the power
spectrum monopole at z ¼ 0.61 compared with linear theory. We take fNL ¼ 100 and b1 ¼ 1. The gray curve shows the scale-dependent
bias contribution for bϕ ¼ 1. The remaining curves show the different contributions (P12 and PfNL

22 þ PfNL
13 ) to PNG

1-loop for unit values of
the corresponding bias parameters.
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Figure 9. Same as figure 8, but for an e�ective volume of 6 h≠3 Gpc3.

kr = 0.1 h Mpc≠1, and then compute the factor ÷ = V N≠body

e�
(kr)/6 h≠3 Gpc3, that we use to

rescale the covariance matrix. Finally, we rerun the analysis with the rescaled covariance
matrix. The results are shown in figure 9. Notice that, in this case, the goodness-of-fit
statistics we have defined cannot be used anymore to determine the range of validity of the
model, because of the artificial rescaling of the covariance. For this reason, we simply assume
the range of validity to be kmax,P = 0.30 h Mpc≠1. With this smaller e�ective volume, all bias
relations are consistent with the reference analysis and they all provide tighter constraints
on one or more parameters, with the b2(b1, bG2) fitting function, in particular, leading to the
smaller uncertainty on the linear bias b1.

In order to further compare the performance of the bias relations considered, we com-
pute the di�erence in DIC with respect to the reference analysis, still using the smaller
e�ective volume of 6 h≠3 Gpc3, and show them in figure 10. In the range of validity of the
model, all bias relations are favoured with respect to the reference model with the eq. (3.40)
providing the largest improvement (largest negative di�erence �DIC) over the whole range
in kmax. The b�3(b1, bG2) relation (3.41), instead, appears to improve the fit only at the
largest scales.
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Figure 8. Same as figure 6, but comparing the fit performed with the fiducial model to models where
di�erent relations between bias parameters are assumed; in blue the reference case of the fiducial
model, in red the case where equation (3.39) is assumed, in green the case where we set equation (3.40),
and in orange the case with equation (3.41).

recovered values. The results are shown in figure 8. In general, all relations appear to fail,
to some extent, in reproducing the values of the parameters obtained with the reference
model. We should remember that this test takes advantage of the full simulation volume,
well beyond the typical size even of future redshift surveys. It is interesting to notice how
the b�3(b1, bG2) relation (3.41) introduces a notable dependence on kmax,P in the posteriors
for parameters like b1 and b2. On the other hand, the bG2(b1) relation (3.40) is recovering
correctly the expected value of b1, but leading to di�erences as large as 30% on parameters as
b2. These inconsistencies appear even more significant in the 2D marginalised posteriors in
the bottom right inset obtained for kmax,P = 0.3 h Mpc≠1.

In order to assess the relevance of the systematic errors induced by the bias relations
in a more realistic context, we repeat the same analysis for a smaller e�ective volume of
Ve� = 6 h≠3 Gpc3. The e�ective volume of the full Minerva dataset is given by (e.g. [117])

V N≠body

e�
(k) =

5
n̄Phh(k)

1 + n̄Phh(k)

62

VN≠body, (4.2)

where VN≠body = 298 ◊ (1.5 h≠1 Gpc)3
ƒ 1000 h≠3 Gpc3. We then choose the reference
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8 Gpc3/h3

the fact that the averaged trispectrum we use is not nearly
as optimal as it could be if we use its full configuration
dependence information. In addition, the trispectrum
analysis by itself is expected to give similar accuracy
regarding linear and quadratic bias parameters as the bis-
pectrum. This can be used for consistency checks of the
results and sensitivity to scale dependence of the bias
parameters, given that the bispectrum and trispectrum are
sensitive to somewhat different scales.

D. Comparison of Signal to Noise Against the Power
Spectrum: Effects of Covariance

We now go back to the question raised in section III A
and Fig. 3 regarding the comparison between the signal to
noise in the power spectrum, bispectrum, and trispectrum.
We have measured the power spectrum from the same
mock catalogs and calculated the signal to noise as a
function of kmax from them for the power spectrum, bis-
pectrum, and trispectrum, including the effects of the
covariance matrix for the SDSS geometry, always under
the FKP approximation.

The lower three lines in Fig. 3 show the results of such
computation of the cumulative signal to noise.5 We see that
including the covariance matrix degrades the averaged
trispectrum the most, and the power spectrum the least,
as expected. The degradation in the averaged trispectrum
case is rather severe, still one should keep in mind that
other contributions to the trispectrum and bispectrum (due
to nonlinear bias) have as much (or more) signal to noise
than the gravity-only contribution displayed here. In any
case, we see that higher-order statistics have comparable
or larger signal to noise than the power spectrum at scales
below the nonlinear scale, as expected from the simplified
analysis in section III A.

So far we have expressed the information provided by
higher-order statistics in terms of constraints on bias pa-
rameters, this is the most solid (least assumptions) way of
quantifying the information since it only assumes, basi-
cally, that gravity is the only long-range force in the prob-
lem. Now we discuss how these constraints can be turned
into a probe of the way dark matter halos are populated
with galaxies by making the additional assumption that we
understand how to calculate the abundance of dark matter
halos and their clustering at large scales.

IV. FROM BIAS TO HOD PARAMETERS

The halo model provides a very good tool to understand
galaxy biasing: in the first place the distribution of dark
matter halos is related to the underlying mass distribution

(halo biasing) while the Halo-Occupation Distribution
(HOD) plus a radial profile prescribes how galaxies popu-
late individual halos. While the halo distribution and halo-
halo correlations can be studied and tested reliably in
simulations, our understanding of galaxy clustering is still
rather poor, since the nongravitational processes involved
in galaxy formation cannot be modeled accurately yet.
Some of the details of how galaxies populate halos are
now beginning to be explained in terms of gravitational
physics (see, e.g., [36] and references therein). Our pur-
pose here is to see how much one can learn about the mean
of the HOD using only large-scale information where the
physics, standard gravitational instability, is better
understood.

We will assume the halo mass function to be the Sheth-
Tormen (ST) mass function based on ellipsoidal collapse
[59–61], representing the average number density n!m" of
halos of a given mass m per unit mass. The galaxy number
density is then related to the halo mass function as

!n g #
Z

dmn!m"hNgal!m"i; (44)

where hNgal!m"i is the mean of the HOD and it represents
the average number of galaxies in a halo of mass m. The
galaxy bias parameters are then given, in the large-scale
limit, by

bi #
1
!ng

Z
dmn!m"bi!m"hNgal!m"i; (45)

where bi!m" for i # 1, 2, 3 are the halo large-scale bias
parameters. They can be derived in the framework of non-

FIG. 6 (color online). The halo large-scale bias parameters as a
function of halo mass.

5The results in the power spectrum case agree very well with
those presented in Table 3 of [2] when one scales their result by
the ratio of survey area and takes into account that the FKP
weighting is about a factor of 2 less optimal than the method
used there. See, e.g., discussion in [58]
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the fact that the averaged trispectrum we use is not nearly
as optimal as it could be if we use its full configuration
dependence information. In addition, the trispectrum
analysis by itself is expected to give similar accuracy
regarding linear and quadratic bias parameters as the bis-
pectrum. This can be used for consistency checks of the
results and sensitivity to scale dependence of the bias
parameters, given that the bispectrum and trispectrum are
sensitive to somewhat different scales.

D. Comparison of Signal to Noise Against the Power
Spectrum: Effects of Covariance

We now go back to the question raised in section III A
and Fig. 3 regarding the comparison between the signal to
noise in the power spectrum, bispectrum, and trispectrum.
We have measured the power spectrum from the same
mock catalogs and calculated the signal to noise as a
function of kmax from them for the power spectrum, bis-
pectrum, and trispectrum, including the effects of the
covariance matrix for the SDSS geometry, always under
the FKP approximation.

The lower three lines in Fig. 3 show the results of such
computation of the cumulative signal to noise.5 We see that
including the covariance matrix degrades the averaged
trispectrum the most, and the power spectrum the least,
as expected. The degradation in the averaged trispectrum
case is rather severe, still one should keep in mind that
other contributions to the trispectrum and bispectrum (due
to nonlinear bias) have as much (or more) signal to noise
than the gravity-only contribution displayed here. In any
case, we see that higher-order statistics have comparable
or larger signal to noise than the power spectrum at scales
below the nonlinear scale, as expected from the simplified
analysis in section III A.

So far we have expressed the information provided by
higher-order statistics in terms of constraints on bias pa-
rameters, this is the most solid (least assumptions) way of
quantifying the information since it only assumes, basi-
cally, that gravity is the only long-range force in the prob-
lem. Now we discuss how these constraints can be turned
into a probe of the way dark matter halos are populated
with galaxies by making the additional assumption that we
understand how to calculate the abundance of dark matter
halos and their clustering at large scales.

IV. FROM BIAS TO HOD PARAMETERS

The halo model provides a very good tool to understand
galaxy biasing: in the first place the distribution of dark
matter halos is related to the underlying mass distribution

(halo biasing) while the Halo-Occupation Distribution
(HOD) plus a radial profile prescribes how galaxies popu-
late individual halos. While the halo distribution and halo-
halo correlations can be studied and tested reliably in
simulations, our understanding of galaxy clustering is still
rather poor, since the nongravitational processes involved
in galaxy formation cannot be modeled accurately yet.
Some of the details of how galaxies populate halos are
now beginning to be explained in terms of gravitational
physics (see, e.g., [36] and references therein). Our pur-
pose here is to see how much one can learn about the mean
of the HOD using only large-scale information where the
physics, standard gravitational instability, is better
understood.

We will assume the halo mass function to be the Sheth-
Tormen (ST) mass function based on ellipsoidal collapse
[59–61], representing the average number density n!m" of
halos of a given mass m per unit mass. The galaxy number
density is then related to the halo mass function as

!n g #
Z

dmn!m"hNgal!m"i; (44)

where hNgal!m"i is the mean of the HOD and it represents
the average number of galaxies in a halo of mass m. The
galaxy bias parameters are then given, in the large-scale
limit, by

bi #
1
!ng

Z
dmn!m"bi!m"hNgal!m"i; (45)

where bi!m" for i # 1, 2, 3 are the halo large-scale bias
parameters. They can be derived in the framework of non-

FIG. 6 (color online). The halo large-scale bias parameters as a
function of halo mass.

5The results in the power spectrum case agree very well with
those presented in Table 3 of [2] when one scales their result by
the ratio of survey area and takes into account that the FKP
weighting is about a factor of 2 less optimal than the method
used there. See, e.g., discussion in [58]
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Figure 9. Same as figure 8, but for an e�ective volume of 6 h≠3 Gpc3.

kr = 0.1 h Mpc≠1, and then compute the factor ÷ = V N≠body

e�
(kr)/6 h≠3 Gpc3, that we use to

rescale the covariance matrix. Finally, we rerun the analysis with the rescaled covariance
matrix. The results are shown in figure 9. Notice that, in this case, the goodness-of-fit
statistics we have defined cannot be used anymore to determine the range of validity of the
model, because of the artificial rescaling of the covariance. For this reason, we simply assume
the range of validity to be kmax,P = 0.30 h Mpc≠1. With this smaller e�ective volume, all bias
relations are consistent with the reference analysis and they all provide tighter constraints
on one or more parameters, with the b2(b1, bG2) fitting function, in particular, leading to the
smaller uncertainty on the linear bias b1.

In order to further compare the performance of the bias relations considered, we com-
pute the di�erence in DIC with respect to the reference analysis, still using the smaller
e�ective volume of 6 h≠3 Gpc3, and show them in figure 10. In the range of validity of the
model, all bias relations are favoured with respect to the reference model with the eq. (3.40)
providing the largest improvement (largest negative di�erence �DIC) over the whole range
in kmax. The b�3(b1, bG2) relation (3.41), instead, appears to improve the fit only at the
largest scales.
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Figure 8. Same as figure 6, but comparing the fit performed with the fiducial model to models where
di�erent relations between bias parameters are assumed; in blue the reference case of the fiducial
model, in red the case where equation (3.39) is assumed, in green the case where we set equation (3.40),
and in orange the case with equation (3.41).

recovered values. The results are shown in figure 8. In general, all relations appear to fail,
to some extent, in reproducing the values of the parameters obtained with the reference
model. We should remember that this test takes advantage of the full simulation volume,
well beyond the typical size even of future redshift surveys. It is interesting to notice how
the b�3(b1, bG2) relation (3.41) introduces a notable dependence on kmax,P in the posteriors
for parameters like b1 and b2. On the other hand, the bG2(b1) relation (3.40) is recovering
correctly the expected value of b1, but leading to di�erences as large as 30% on parameters as
b2. These inconsistencies appear even more significant in the 2D marginalised posteriors in
the bottom right inset obtained for kmax,P = 0.3 h Mpc≠1.

In order to assess the relevance of the systematic errors induced by the bias relations
in a more realistic context, we repeat the same analysis for a smaller e�ective volume of
Ve� = 6 h≠3 Gpc3. The e�ective volume of the full Minerva dataset is given by (e.g. [117])

V N≠body

e�
(k) =

5
n̄Phh(k)

1 + n̄Phh(k)

62

VN≠body, (4.2)

where VN≠body = 298 ◊ (1.5 h≠1 Gpc)3
ƒ 1000 h≠3 Gpc3. We then choose the reference
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the fact that the averaged trispectrum we use is not nearly
as optimal as it could be if we use its full configuration
dependence information. In addition, the trispectrum
analysis by itself is expected to give similar accuracy
regarding linear and quadratic bias parameters as the bis-
pectrum. This can be used for consistency checks of the
results and sensitivity to scale dependence of the bias
parameters, given that the bispectrum and trispectrum are
sensitive to somewhat different scales.

D. Comparison of Signal to Noise Against the Power
Spectrum: Effects of Covariance

We now go back to the question raised in section III A
and Fig. 3 regarding the comparison between the signal to
noise in the power spectrum, bispectrum, and trispectrum.
We have measured the power spectrum from the same
mock catalogs and calculated the signal to noise as a
function of kmax from them for the power spectrum, bis-
pectrum, and trispectrum, including the effects of the
covariance matrix for the SDSS geometry, always under
the FKP approximation.

The lower three lines in Fig. 3 show the results of such
computation of the cumulative signal to noise.5 We see that
including the covariance matrix degrades the averaged
trispectrum the most, and the power spectrum the least,
as expected. The degradation in the averaged trispectrum
case is rather severe, still one should keep in mind that
other contributions to the trispectrum and bispectrum (due
to nonlinear bias) have as much (or more) signal to noise
than the gravity-only contribution displayed here. In any
case, we see that higher-order statistics have comparable
or larger signal to noise than the power spectrum at scales
below the nonlinear scale, as expected from the simplified
analysis in section III A.

So far we have expressed the information provided by
higher-order statistics in terms of constraints on bias pa-
rameters, this is the most solid (least assumptions) way of
quantifying the information since it only assumes, basi-
cally, that gravity is the only long-range force in the prob-
lem. Now we discuss how these constraints can be turned
into a probe of the way dark matter halos are populated
with galaxies by making the additional assumption that we
understand how to calculate the abundance of dark matter
halos and their clustering at large scales.

IV. FROM BIAS TO HOD PARAMETERS

The halo model provides a very good tool to understand
galaxy biasing: in the first place the distribution of dark
matter halos is related to the underlying mass distribution

(halo biasing) while the Halo-Occupation Distribution
(HOD) plus a radial profile prescribes how galaxies popu-
late individual halos. While the halo distribution and halo-
halo correlations can be studied and tested reliably in
simulations, our understanding of galaxy clustering is still
rather poor, since the nongravitational processes involved
in galaxy formation cannot be modeled accurately yet.
Some of the details of how galaxies populate halos are
now beginning to be explained in terms of gravitational
physics (see, e.g., [36] and references therein). Our pur-
pose here is to see how much one can learn about the mean
of the HOD using only large-scale information where the
physics, standard gravitational instability, is better
understood.

We will assume the halo mass function to be the Sheth-
Tormen (ST) mass function based on ellipsoidal collapse
[59–61], representing the average number density n!m" of
halos of a given mass m per unit mass. The galaxy number
density is then related to the halo mass function as

!n g #
Z

dmn!m"hNgal!m"i; (44)

where hNgal!m"i is the mean of the HOD and it represents
the average number of galaxies in a halo of mass m. The
galaxy bias parameters are then given, in the large-scale
limit, by

bi #
1
!ng

Z
dmn!m"bi!m"hNgal!m"i; (45)

where bi!m" for i # 1, 2, 3 are the halo large-scale bias
parameters. They can be derived in the framework of non-

FIG. 6 (color online). The halo large-scale bias parameters as a
function of halo mass.

5The results in the power spectrum case agree very well with
those presented in Table 3 of [2] when one scales their result by
the ratio of survey area and takes into account that the FKP
weighting is about a factor of 2 less optimal than the method
used there. See, e.g., discussion in [58]
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(HOD) plus a radial profile prescribes how galaxies popu-
late individual halos. While the halo distribution and halo-
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simulations, our understanding of galaxy clustering is still
rather poor, since the nongravitational processes involved
in galaxy formation cannot be modeled accurately yet.
Some of the details of how galaxies populate halos are
now beginning to be explained in terms of gravitational
physics (see, e.g., [36] and references therein). Our pur-
pose here is to see how much one can learn about the mean
of the HOD using only large-scale information where the
physics, standard gravitational instability, is better
understood.

We will assume the halo mass function to be the Sheth-
Tormen (ST) mass function based on ellipsoidal collapse
[59–61], representing the average number density n!m" of
halos of a given mass m per unit mass. The galaxy number
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D’Amico et al. (2022)

Cabass et al. (2022A, 2022B)

Higher-order Statistics 

Recent constraints on 
Primordial non-Gaussianity 
from the joint analysis of 
power spectrum and 
bispectrum




Some general and personal considerations

The EFTofLSS (and some common sense) provided a fairly complete parametrisation 
of our ignorance on the galaxy power spectrum modelling, at least under a strictly 
theoretical point of view


The model is implemented now efficiently (FFTlog) and we have several emulators 
 
We know more, on bias at least, from the Halo Model, or simulations … but with 
some systematic uncertainty that could be a limiting factor, sooner or later


More can be done for higher-order statistics, at the level of estimators, modelling & 
emulators 



Full-shape analysis of BOSS data



Combining Full-Shape with BAOs (reconstructed)

Philcox et al. (2020)


Similar results from  
D’Amico et al. (2020)

Figure 5. CMB-independent cosmological constraints obtained from this work for the baseline
⌫⇤CDM model, as tabulated in Tab. 2. The ‘FS+BAO’ dataset refers to the combination of full-shape
(FS) modelling of unreconstructed power spectra via a one-loop full-shape model and BAO-modelling
of reconstructed power spectra to compute Alcock-Paczynski parameters, incorporating the theoretical
error methodology of Ref. [66], with a joint sample covariance used to unite the two approaches. The
‘FS’ dataset (equivalent to the full-shape analysis of Sec. 2.3) was presented in Ref. [52] and ‘Planck
2018’ refers to Ref. [1]. This plot shows the cosmological constraints obtained from combination of
four BOSS DR12 data chunks, which are displayed separately in Fig. 6. H0 is quoted in km s�1Mpc�1

units.

a result of the paucity of modes in the large-scale regime, which are particularly sensitive to
ns.

In Fig. 6 we show the constraints obtained from analyzing each of the four data chunks
separately, with corresponding parameters given in Tab. 5 of Appendix B. Note that, even in
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Table  2.  Marginalized  posterior  constraints  (mean  values  with  68  per  cent  confidence  interval)  derived  from  the  full  shape  analysis  

of  BOSS  +  eBOSS  clustering  measurements  on  their  own,  as  well  as  in  combination  with  the  3  × 2pt  measurements  from  DES  Y1  

and  the  CMB  data  from  Planck  .  We  present  two  sets  of  constraints:  our  main  results  derived  with  wide  priors,  as  listed  in  Table  1  ,  and  

the  ‘  Planck  shape’  constraints  obtained  by  imposing  narrow  Gaussian  priors  on  the  cosmological  parameters  controlling  the  shape  

of  the  linear  power  spectrum:  the  physical  baryon  density  ω  b  ,  the  physical  cold  dark  matter  density  ω  c  ,  and  the  spectral  index  n  s  ,  as  

discussed  in  Section  2.4  .  

Wide  priors  Gaussian  priors  on  ω  b  ,  ω  c  ,  n  s  

Parameter  BOSS  +  eBOSS  

BOSS  +  eBOSS  

+  DES  

BOSS  +  eBOSS  +  

DES  +  Planck  BOSS  +  eBOSS  

BOSS  +  eBOSS  

+  DES  

σ 12  0.805  ± 0.049  0  .  795  +  0  .  032  
−0  .  037  0.7890  ± 0.0078  0.785  ± 0.039  0.766  ± 0.019  

ω  m  0.134  ± 0.011  0.131  ± 0.011  0.14090  ± 0.00085  0.1426  ± 0.0013  0.1423  ± 0.0012  

ω  DE  0.328  ± 0.020  0.327  ± 0.020  0.3268  ± 0.0064  0  .  327  +  0  .  011  
−0  .  013  0.335  ± 0.011  

ln  10  10  A  s  3.13  ± 0.15  3.14  ± 0.13  3.041  ± 0.016  3.011  ± 0.099  2.976  ± 0.054  

n  s  1.009  ± 0.048  1.001  ± 0.047  0.9700  ± 0.0038  0.9660  ± 0.0044  0.9665  ± 0.0043  

σ 8  0.815  ± 0.044  0.803  ± 0.028  0.8029  ± 0.0066  0.800  ± 0.039  0.785  ± 0.021  

#m  0  .  290  +  0  .  012  
−0  .  014  0  .  286  +  0  .  011  

−0  .  013  0.3014  ± 0.0053  0.3037  ± 0.0081  0.2985  ± 0.0072  

h  0.679  ± 0.021  0.677  ± 0.021  0.6838  ± 0.0041  0  .  6855  +  0  .  0084  
−0  .  0094  0.6905  ± 0.0083  

S  8  0.801  ± 0.043  0.783  ± 0.020  0.805  ± 0.011  0.805  ± 0.042  0.783  ± 0.019  

Figur  e  4.  Mar  ginalized  posterior  contours  in  the  ‘traditional’  and  h  -independent  parameter  spaces  from  the  Legendre  multipoles  of  eBOSS  QSO  sample  

(orange)  and  the  clustering  wedges  of  BOSS  DR12  galaxies  (light  blue)  for  a  flat  $  CDM  model.  The  joint  constraints  are  shown  in  green,  with  Planck  in  dark  

blue  for  comparison.  

value  of  ω  m  reco  v  ered  by  our  clustering  constraints  matches  that  

of  Planck  within  0.8  σ .  This  suggests  that  the  differences  seen  in  

#m  are  related  to  the  posterior  distributions  on  h  reco  v  ered  from  

these  data  sets.  Indeed,  looking  at  our  h  -independent  parameter  

space,  we  see  that  the  marginalized  constraint  of  the  physical  

dark  energy  density  also  differs  from  the  value  preferred  by  

Planck  by  0.8  σ ,  with  clustering  measurements  preferring  slightly  

higher  ω  DE  ,  which  translates  into  a  higher  value  for  H  0  and  a  

lower  #m  .  

Tr  ̈oster  et  al.  (  2020  )  found  that  the  clustering  measurements  from  

BOSS  wedges  prefer  a  2.1  σ lower  value  of  σ 8  as  compared  to  

Planck  .  Here,  we  confirm  the  low  preference,  albeit  with  much  lower  

significance  due  to  the  differences  in  the  modelling  of  the  power  

spectrum,  for  both  σ 8  and  σ 12  (consistent  with  Planck  at  the  1.1  σ

and  1.3  σ le  vel,  respecti  vely).  The  increased  consistency  between  

these  results  is  mainly  due  to  the  tighter  constraints  enabled  by  the  

use  of  the  co-evolution  relation  of  equation  (  9  ),  which  restricts  the  

allowed  region  of  the  parameter  space  to  higher  values  of  σ 8  and  σ 12  ,  

as  can  be  seen  in  Fig.  3  .  The  constraints  on  σ 8  and  σ 12  reco  v  ered  

from  eBOSS  are  at  similar  levels  of  agreement  with  Planck  ;  ho  we  ver,  

the  values  reco  v  ered  are  1.3  σ and  1.2  σ higher  than  the  CMB  results.  

This  is  also  consistent  with  the  most  recent  analysis  by  Hou  et  al.  

(  2021  )  and  Neveux  et  al.  (  2020  ),  who  found  the  inferred  growth  rate  

f  σ 8  to  be  ∼2  σ higher  than  the  $  CDM  model  with  the  best-fitting  

Planck  parameters.  The  combination  of  the  clustering  measurements  

from  BOSS  and  eBOSS  is  therefore  in  an  o  v  erall  e  xcellent  agreement  
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The  choice  of  θθθfid  in  RESPRESSO  corresponds  to  the  best-fitting  

"  CDM  model  to  the  Planck  2015  data  (Planck  Collaboration  XIII  

2016  ).  Equation  (  4  )  is  most  accurate  for  cosmologies  that  are  close  to  

θθθfid  .  For  cosmologies  further  away  from  the  fiducial,  its  accuracy  can  

be  impro  v  ed  by  performing  a  multistep  reconstruction.  Eggemeier  

et  al.  (  2020  )  showed  that  RESPRESSO  outperforms  other  perturbation  

theory  based  models  in  terms  of  the  range  of  validity  and  accurate  

reco  v  ery  of  mean  posterior  values.  

Following  the  notation  of  Eggemeier,  Scoccimarro  &  Smith  

(  2019  ),  we  describe  the  relation  between  the  galaxy  density  fluc-  

tuations,  δ,  and  the  matter  density  fluctuations,  δm  ,  at  one  loop  in  

terms  of  the  four-parameter  model  

δ =  b  1  δm  +  
b  2  

2  
δ2  
m  +  γ2  G  2  (  %  v  )  +  γ21  G  2  (  ϕ  1  ,  ϕ  2  )  +  ...,  (5)  

where  the  first  two  terms  represent  contributions  from  linear  and  

quadratic  local  bias,  while  the  remaining  ones  correspond  to  non-  

local  terms.  Here,  G  2  is  the  Galileon  operator  of  the  normalized  

velocity  potential  %  ν ,  and  ϕ  1  is  the  linear  Lagrangian  perturbation  

potential  with  ϕ  2  as  a  second-order  potential  that  accounts  for  the  

non-locality  of  the  gravitational  evolution,  

G  2  (  %  ν)  =  (  ∇  ij  %  ν)  2  − (  ∇  2  %  ν)  2  ,  (6)  

G  2  (  ϕ  1  ,  ϕ  2  )  =  ∇  ij  ϕ  2  ∇  ij  ϕ  1  − ∇  2  ϕ  2  ∇  2  ϕ  1  .  (7)  

Two-point  statistics  alone  do  not  constrain  γ 2  well,  because  γ 2  enters  

at  higher  order  and  is  degenerate  with  γ 21  .  Therefore,  we  set  the  value  

of  this  parameter  in  terms  of  the  linear  bias  b  1  using  the  quadratic  

relation  

γ2  (  b  1  )  =  0  .  524  − 0  .  547  b  1  +  0  .  046  b  2  
1  ,  (8)  

which  describes  the  results  of  Sheth,  Chan  &  Scoccimarro  (  2013  )  

using  excursion  set  theory.  Eggemeier  et  al.  (  2020  )  showed  that  this  

relation  is  more  accurate  for  tracers  with  b  1  !  1.3  than  the  one  

obtained  under  the  assumption  of  local  bias  in  Lagrangian  space  

used  in  S  ́anchez  et  al.  (  2017  ).  

The  value  of  γ 21  can  also  be  derived  in  terms  of  b  1  under  the  

assumption  of  the  conserved  evolution  of  galaxies  (hereafter  co-  

evolution)  after  their  formation  as  (Fry  1996  ;  Catelan  et  al.  1998  ;  

Catelan,  Porciani  &  Kamionkowski  2000  ;  Chan,  Scoccimarro  &  

Sheth  2012  )  

γ21  =  − 2  

21  
(  b  1  − 1)  +  

6  

7  
γ2  .  (9)  

This  relation  was  thoroughly  tested  against  constraints  derived  from  

a  combination  of  power  spectrum  and  bispectrum  data  in  Eggemeier  

et  al.  (  2021  ),  and  found  to  be  in  excellent  agreement  for  BOSS  

galaxies.  In  addition  to  this,  in  Section  2.5  ,  we  confirm  that  the  use  

of  this  relation  gives  an  accurate  description  of  the  results  of  N  -  

body  simulations  and  we  therefore  implement  it  in  our  analysis  of  

the  BOSS  and  eBOSS  data.  In  this  way,  the  only  required  free  bias  

parameters  in  our  recipe  are  b  1  and  b  2  ,  while  the  non-local  bias  terms  

can  be  fully  expressed  in  terms  of  the  linear  bias  through  equations  (  8  )  

and  (  9  ).  

Our  description  of  the  effects  of  RSD  matches  that  of  S  ́anchez  et  al.  

(  2017  ).  Following  Scoccimarro  (  2004  )  and  Taruya,  Nishimichi  &  

Saito  (  2010  ),  we  write  the  2D  redshift-space  power  spectrum  as  

P  (  k,  µ)  =  W  ∞  (  if  kµ)  P  novir  (  k,  µ)  ,  (10)  

where  the  ‘no-virial’  power  spectrum,  P  novir  (  k  ,  µ),  is  computed  

using  the  one-loop  approximation  and  includes  three  terms,  one  

representing  a  non-linear  version  of  the  Kaiser  formula  (Kaiser  1987  )  

and  two  higher-order  terms  that  include  the  contributions  of  the  cross-  

spectrum  and  bispectrum  between  densities  and  velocities.  Besides  

the  non-linear  matter  power  spectrum,  P  novir  (  k  ,  µ)  requires  also  the  

v  elocity–v  elocity  and  matter–velocity  power  spectra,  which  we  com-  

pute  using  the  empirical  relations  measured  from  N  -body  simulations  

of  Bel  et  al.  (  2019  ).  The  function  W  ∞  (  λ =  ifk  µ)  represents  the  

large-scale  limit  of  the  generating  function  of  the  pairwise  velocity  

distribution,  which  accounts  for  non-linear  corrections  due  to  fingers  

of  God  or  virial  motions  and  can  be  parametrized  as  (S  ́anchez  et  al.  

2017  )  

W  ∞  (  λ)  =  
1  √  

1  − λ2  a  2  
vir  

exp  

(
λ2  σ 2  

v  

1  − λ2  a  2  
vir  

)
,  (11)  

where  a  vir  is  a  free  parameter  characterizing  the  kurtosis  of  the  small-  

scale  velocity  distribution,  and  σ v  is  the  1D  linear  velocity  dispersion  

defined  in  terms  of  the  linear  matter  power  spectrum  as  

σ 2  
v  ≡

1  

6  π2  

∫  

d  k  P  L  (  k)  .  (12)  

The  QSO  sample  is  known  to  be  affected  by  non-negligible  redshift  

errors  that  also  affect  the  clustering  measurements  (Zarrouk  et  al.  

2018  ).  We  account  for  this  following  Hou  et  al.  (  2018  ),  who  showed  

that  this  effect  can  be  correctly  described  by  including  an  additional  

damping  factor  to  the  power  spectrum  of  equation  (  10  )  of  the  form  

exp  (  − k  µσ err  ),  where  σ err  is  treated  as  an  additional  free  parameter.  

Finally,  the  Alcock–Paczynski  distortions  (Alcock  &  Paczy  ́nski  

1979  )  due  to  the  difference  between  the  true  and  fiducial  cosmologies  

are  accounted  for  by  introducing  the  geometric  distortion  factors  

q  ⊥  =  D  M  (  z  eff  )  /D  ′  
M  (  z  eff  )  ,  (13)  

q  ‖  =  H  ′  (  z  eff  )  /H  (  z  eff  )  .  (14)  

Here,  D  M  (  z)  is  the  comoving  angular  diameter  distance  and  H  (  z)  

is  the  Hubble  parameter,  with  primed  quantities  corresponding  to  

the  fiducial  cosmology  used  to  convert  redshifts  to  distances.  The  

distortion  factors  are  then  applied  to  rescale  the  separations  s  of  

galaxy  pairs  and  the  angles  between  the  separation  vector  and  the  

line-of-sight  µ such  that  

s  =  s  ′  
(
q  2  

‖  µ
′  2  +  q  2  

⊥  
(
1  − µ′  2  

))
,  (15)  

µ =  µ′  q  ‖  √  
q  2  
‖  µ

′  2  +  q  2  
⊥  (1  −µ′  2  )  

.  (16)  

In  summary,  our  model  of  the  clustering  wedges  from  BOSS  

requires  three  free  parameters,  b  1  ,  b  2  ,  and  a  vir  ,  with  the  values  of  

γ 2  and  γ 21  given  in  terms  of  b  1  using  equations  (  8  )  and  (  9  ).  This  

is  one  less  free  parameter  than  in  the  original  analysis  of  S  ́anchez  

et  al.  (  2017  ).  The  Legendre  multipoles  of  the  eBOSS  QSO  require  

the  addition  of  σ err  ,  leading  to  a  total  of  four  free  parameters.  

2.3  Additional  data  sets  

We  complement  the  information  from  our  clustering  measurements  

with  the  3  × 2pt  measurements  from  DES  Y1  (Abbott  et  al.  2018  ).  

We  also  use  the  shear  measurements  from  the  Kilo-Degree  Survey  

(KiDS-450;  Hildebrandt  et  al.  2016  )  and  present  the  results  in  

Appendix  A  .  

The  source  galaxy  samples  from  DES  are  split  into  four  redshift  

bins,  spanning  the  redshift  range  of  0.2  <  z  ≤ 1.3.  In  addition  to  

shear  measurements  from  the  source  galaxies,  the  DES  Y1  data  

set  also  includes  galaxy  clustering  and  g  alaxy–g  alaxy  lensing  two-  

point  correlation  function  measurements,  as  well  as  the  lens  redshift  
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The  choice  of  θθθfid  in  RESPRESSO  corresponds  to  the  best-fitting  

"  CDM  model  to  the  Planck  2015  data  (Planck  Collaboration  XIII  

2016  ).  Equation  (  4  )  is  most  accurate  for  cosmologies  that  are  close  to  

θθθfid  .  For  cosmologies  further  away  from  the  fiducial,  its  accuracy  can  

be  impro  v  ed  by  performing  a  multistep  reconstruction.  Eggemeier  

et  al.  (  2020  )  showed  that  RESPRESSO  outperforms  other  perturbation  

theory  based  models  in  terms  of  the  range  of  validity  and  accurate  

reco  v  ery  of  mean  posterior  values.  

Following  the  notation  of  Eggemeier,  Scoccimarro  &  Smith  

(  2019  ),  we  describe  the  relation  between  the  galaxy  density  fluc-  

tuations,  δ,  and  the  matter  density  fluctuations,  δm  ,  at  one  loop  in  

terms  of  the  four-parameter  model  

δ =  b  1  δm  +  
b  2  

2  
δ2  
m  +  γ2  G  2  (  %  v  )  +  γ21  G  2  (  ϕ  1  ,  ϕ  2  )  +  ...,  (5)  

where  the  first  two  terms  represent  contributions  from  linear  and  

quadratic  local  bias,  while  the  remaining  ones  correspond  to  non-  

local  terms.  Here,  G  2  is  the  Galileon  operator  of  the  normalized  

velocity  potential  %  ν ,  and  ϕ  1  is  the  linear  Lagrangian  perturbation  

potential  with  ϕ  2  as  a  second-order  potential  that  accounts  for  the  

non-locality  of  the  gravitational  evolution,  

G  2  (  %  ν)  =  (  ∇  ij  %  ν)  2  − (  ∇  2  %  ν)  2  ,  (6)  

G  2  (  ϕ  1  ,  ϕ  2  )  =  ∇  ij  ϕ  2  ∇  ij  ϕ  1  − ∇  2  ϕ  2  ∇  2  ϕ  1  .  (7)  

Two-point  statistics  alone  do  not  constrain  γ 2  well,  because  γ 2  enters  

at  higher  order  and  is  degenerate  with  γ 21  .  Therefore,  we  set  the  value  

of  this  parameter  in  terms  of  the  linear  bias  b  1  using  the  quadratic  

relation  

γ2  (  b  1  )  =  0  .  524  − 0  .  547  b  1  +  0  .  046  b  2  
1  ,  (8)  

which  describes  the  results  of  Sheth,  Chan  &  Scoccimarro  (  2013  )  

using  excursion  set  theory.  Eggemeier  et  al.  (  2020  )  showed  that  this  

relation  is  more  accurate  for  tracers  with  b  1  !  1.3  than  the  one  

obtained  under  the  assumption  of  local  bias  in  Lagrangian  space  

used  in  S  ́anchez  et  al.  (  2017  ).  

The  value  of  γ 21  can  also  be  derived  in  terms  of  b  1  under  the  

assumption  of  the  conserved  evolution  of  galaxies  (hereafter  co-  

evolution)  after  their  formation  as  (Fry  1996  ;  Catelan  et  al.  1998  ;  

Catelan,  Porciani  &  Kamionkowski  2000  ;  Chan,  Scoccimarro  &  

Sheth  2012  )  

γ21  =  − 2  

21  
(  b  1  − 1)  +  

6  

7  
γ2  .  (9)  

This  relation  was  thoroughly  tested  against  constraints  derived  from  

a  combination  of  power  spectrum  and  bispectrum  data  in  Eggemeier  

et  al.  (  2021  ),  and  found  to  be  in  excellent  agreement  for  BOSS  

galaxies.  In  addition  to  this,  in  Section  2.5  ,  we  confirm  that  the  use  

of  this  relation  gives  an  accurate  description  of  the  results  of  N  -  

body  simulations  and  we  therefore  implement  it  in  our  analysis  of  

the  BOSS  and  eBOSS  data.  In  this  way,  the  only  required  free  bias  

parameters  in  our  recipe  are  b  1  and  b  2  ,  while  the  non-local  bias  terms  

can  be  fully  expressed  in  terms  of  the  linear  bias  through  equations  (  8  )  

and  (  9  ).  

Our  description  of  the  effects  of  RSD  matches  that  of  S  ́anchez  et  al.  

(  2017  ).  Following  Scoccimarro  (  2004  )  and  Taruya,  Nishimichi  &  

Saito  (  2010  ),  we  write  the  2D  redshift-space  power  spectrum  as  

P  (  k,  µ)  =  W  ∞  (  if  kµ)  P  novir  (  k,  µ)  ,  (10)  

where  the  ‘no-virial’  power  spectrum,  P  novir  (  k  ,  µ),  is  computed  

using  the  one-loop  approximation  and  includes  three  terms,  one  

representing  a  non-linear  version  of  the  Kaiser  formula  (Kaiser  1987  )  

and  two  higher-order  terms  that  include  the  contributions  of  the  cross-  

spectrum  and  bispectrum  between  densities  and  velocities.  Besides  

the  non-linear  matter  power  spectrum,  P  novir  (  k  ,  µ)  requires  also  the  

v  elocity–v  elocity  and  matter–velocity  power  spectra,  which  we  com-  

pute  using  the  empirical  relations  measured  from  N  -body  simulations  

of  Bel  et  al.  (  2019  ).  The  function  W  ∞  (  λ =  ifk  µ)  represents  the  

large-scale  limit  of  the  generating  function  of  the  pairwise  velocity  

distribution,  which  accounts  for  non-linear  corrections  due  to  fingers  

of  God  or  virial  motions  and  can  be  parametrized  as  (S  ́anchez  et  al.  

2017  )  

W  ∞  (  λ)  =  
1  √  

1  − λ2  a  2  
vir  

exp  

(
λ2  σ 2  

v  

1  − λ2  a  2  
vir  

)
,  (11)  

where  a  vir  is  a  free  parameter  characterizing  the  kurtosis  of  the  small-  

scale  velocity  distribution,  and  σ v  is  the  1D  linear  velocity  dispersion  

defined  in  terms  of  the  linear  matter  power  spectrum  as  

σ 2  
v  ≡

1  

6  π2  

∫  

d  k  P  L  (  k)  .  (12)  

The  QSO  sample  is  known  to  be  affected  by  non-negligible  redshift  

errors  that  also  affect  the  clustering  measurements  (Zarrouk  et  al.  

2018  ).  We  account  for  this  following  Hou  et  al.  (  2018  ),  who  showed  

that  this  effect  can  be  correctly  described  by  including  an  additional  

damping  factor  to  the  power  spectrum  of  equation  (  10  )  of  the  form  

exp  (  − k  µσ err  ),  where  σ err  is  treated  as  an  additional  free  parameter.  

Finally,  the  Alcock–Paczynski  distortions  (Alcock  &  Paczy  ́nski  

1979  )  due  to  the  difference  between  the  true  and  fiducial  cosmologies  

are  accounted  for  by  introducing  the  geometric  distortion  factors  

q  ⊥  =  D  M  (  z  eff  )  /D  ′  
M  (  z  eff  )  ,  (13)  

q  ‖  =  H  ′  (  z  eff  )  /H  (  z  eff  )  .  (14)  

Here,  D  M  (  z)  is  the  comoving  angular  diameter  distance  and  H  (  z)  

is  the  Hubble  parameter,  with  primed  quantities  corresponding  to  

the  fiducial  cosmology  used  to  convert  redshifts  to  distances.  The  

distortion  factors  are  then  applied  to  rescale  the  separations  s  of  

galaxy  pairs  and  the  angles  between  the  separation  vector  and  the  

line-of-sight  µ such  that  

s  =  s  ′  
(
q  2  

‖  µ
′  2  +  q  2  

⊥  
(
1  − µ′  2  

))
,  (15)  

µ =  µ′  q  ‖  √  
q  2  
‖  µ

′  2  +  q  2  
⊥  (1  −µ′  2  )  

.  (16)  

In  summary,  our  model  of  the  clustering  wedges  from  BOSS  

requires  three  free  parameters,  b  1  ,  b  2  ,  and  a  vir  ,  with  the  values  of  

γ 2  and  γ 21  given  in  terms  of  b  1  using  equations  (  8  )  and  (  9  ).  This  

is  one  less  free  parameter  than  in  the  original  analysis  of  S  ́anchez  

et  al.  (  2017  ).  The  Legendre  multipoles  of  the  eBOSS  QSO  require  

the  addition  of  σ err  ,  leading  to  a  total  of  four  free  parameters.  

2.3  Additional  data  sets  

We  complement  the  information  from  our  clustering  measurements  

with  the  3  × 2pt  measurements  from  DES  Y1  (Abbott  et  al.  2018  ).  

We  also  use  the  shear  measurements  from  the  Kilo-Degree  Survey  

(KiDS-450;  Hildebrandt  et  al.  2016  )  and  present  the  results  in  

Appendix  A  .  

The  source  galaxy  samples  from  DES  are  split  into  four  redshift  

bins,  spanning  the  redshift  range  of  0.2  <  z  ≤ 1.3.  In  addition  to  

shear  measurements  from  the  source  galaxies,  the  DES  Y1  data  

set  also  includes  galaxy  clustering  and  g  alaxy–g  alaxy  lensing  two-  

point  correlation  function  measurements,  as  well  as  the  lens  redshift  
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Neutrinos



Neutrinos in the Universe

Neutrinos in the early Universe (at high 
temperature) are kept in equilibrium with 
other species by weak interactions

Fermi-Dirac distribution

T ⇠ 1MeVThey decouple when the temperature drops below


Therefore they decouple when ultra relativistic!

Two regimes:


• At high redshift they (mostly) 
contribute to the radiation energy 
density


• At low redshift they (mostly) contribute 
to the matter energy density
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using the instantaneous decoupling value instead of the de-
fault one results in a 0.01% difference on the value of the
Hubble rate at z = 100.

In this work we will limit ourselves, for simplicity, to the
case of N⌫ = 3 degenerate massive neutrinos of total mass

M⌫ ⌘
N⌫X

i=1

m⌫,i . (7)

Under this assumption, the evolution of the neutrino con-
tribution to the expansion rate of the Universe can be ex-
pressed therefore as

⌦⌫(z)E
2(z) =

15
⇡4

�4
⌫ N⌫ ⌦�,0 (1 + z)4

⇥ F

M⌫/(�⌫ N⌫ kB T�,0)

1 + z

�
,

(8)

where E(z) describes the time dependence of the Hubble
rate, such that H(z) ⌘ H0E(z).

Eq. (8) is the expression we will adopt to describe the
neutrino energy density, accounting for both the radiation
and matter behaviour at different epochs. The Hubble pa-
rameter will therefore be given by

H(z) = H0[⌦�,0(1 + z)4 + ⌦cb,0(1 + z)3+

+⌦⌫(z)E
2(z) + ⌦⇤]

1/2
,

(9)

where ⌦cb,0 and ⌦⇤,0 represent the present cold matter and
cosmological constant relative contributions to the energy
density. ⌦�,0, instead, represents the residual contribution
of photons, given by

⌦�,0 h
2 = 2.469⇥ 10�5

, (10)

obtained from eq. (1) in terms of the CMB temperature,
assuming T�,0 = 2.7255 K.1

In the non-relativistic, late-time limit m⌫,i � T⌫,0(1 +
z), or for z ⌧ znr with the redshift of non-relativistic tran-
sition znr estimated as

1 + znr ' 1890
m⌫,i

1 eV
, (12)

one obtains F ! y
3
2⇣(3), where ⇣ is the Riemann zeta func-

tion so that

⇢⌫(z) =
45
2⇡4

⇣(3)
�4
⌫ ⇢�(z)

T⌫,0(1 + z)
M⌫ ⌘ n⌫(z)M⌫ , (13)

n⌫(z) being the neutrino number density. In other words, at
late times neutrinos can be assimilated to an additional mat-
ter component. Dividing eq. (13) by the critical density one
obtains the well-known expression for the neutrino energy
density as a function of the total neutrino mass

⌦⌫,0h
2 =

M⌫

93.14 eV
. (14)

1 We remark that in a ⇤CDM cosmology with massless neutrinos,
in the computation of the Hubble function expressed as in eq. (9),
the neutrino energy density parameter is not given by eq. (8) but
by its relativistic limit,

⌦⌫(z)E
2(z) = Ne↵

7

8

✓
4

11

◆4/3

⌦�,0(1 + z)4, (11)

and will therefore contribute, to all effects, to the radiation energy
density.

2.2 Matter perturbations in two-fluid
approximation

A two-fluid approximation to describe the evolution of cou-
pled cold matter and massive neutrino perturbations has
been studied by Shoji & Komatsu (2010). More recently,
Blas et al. (2014) considered this approximation to describe
the evolution at relative low redshift (z ⌧ znr) in order to
compute perturbative predictions for the subsequent nonlin-
ear evolution. By matching the approximate solution to the
exact Boltzmann solution at z = 25 they recover a z = 0 lin-
ear prediction with an accuracy, at k = 0.1hMpc�1, of 0.1%
and and 1% respectively for the cold matter and neutrino
components.

We should notice that in practical applications, sub-
percent accuracy in the determination of neutrino pertur-
bations is not required. In fact, in the first place, in the
expression for the total matter power spectrum

Pm(k) = (1� fnr
⌫ )2 Pcb(k) + 2 (1� fnr

⌫ ) fnr
⌫ Pcb,⌫(k)

+ (fnr
⌫ )2 P⌫(k) (15)

the contributions of the cross-power spectrum between cold
matter and neutrinos, Pcb,⌫(k), and of the neutrino power
spectrum, P⌫(k), are suppressed respectively by one and two
powers of the massive neutrino fraction

fnr
⌫ (z) ⌘ ⌦nr

⌫ (z)
⌦m(z)

(16)

with respect to the contribution of the cold-matter power
spectrum Pcb(k). In addition, in particle-based simulations,
the initial power spectrum of neutrino particles is usually
wiped-out at the first time-step by the effect of thermal ve-
locities and recovered dynamically only at later times.

We now introduce the equations describing the evolu-
tion of cold matter and neutrino fluctuations. In our treat-
ment, perturbations in the massive neutrino density will con-
tribute to the gravitational potential and therefore affect the
growth of cold matter perturbations. For the cold matter, at
linear order, the continuity and Euler equations can be ex-
pressed as those of a pressure-less fluid (see, e.g. Bernardeau
et al. 2002)

@�cb

@t
+

✓cb

a
= 0 , (17)

@✓cb

@t
+H✓cb = �1

a
r2

� , , (18)

where �cb = �⇢cb/⇢̄cb is the cold matter density contrast
and ✓cb ⌘ r · vcb is the divergence of its peculiar velocity
field. Regarding the neutrinos, the two-fluid approximation
consists in assuming that neutrino perturbations as well are
described just in term of two variables, that is the density
and velocity divergence, satisfying the same equations

@�⌫

@t
+

✓⌫

a
= 0 , (19)

@✓⌫

@t
+H✓⌫ =

⇢⌫c
2
s

a
r2

�⌫ � 1
a
r2

� , (20)

with the difference that the Euler equation accounts for an
effective sound speed cs given by (Blas et al. 2014)

cs =
�p⌫

�⇢⌫
' 134.423 (1 + z)

✓
1 eV
m⌫

◆
km s�1

. (21)
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using the instantaneous decoupling value instead of the de-
fault one results in a 0.01% difference on the value of the
Hubble rate at z = 100.

In this work we will limit ourselves, for simplicity, to the
case of N⌫ = 3 degenerate massive neutrinos of total mass

M⌫ ⌘
N⌫X

i=1

m⌫,i . (7)

Under this assumption, the evolution of the neutrino con-
tribution to the expansion rate of the Universe can be ex-
pressed therefore as

⌦⌫(z)E
2(z) =

15
⇡4

�4
⌫ N⌫ ⌦�,0 (1 + z)4

⇥ F

M⌫/(�⌫ N⌫ kB T�,0)

1 + z

�
,

(8)

where E(z) describes the time dependence of the Hubble
rate, such that H(z) ⌘ H0E(z).

Eq. (8) is the expression we will adopt to describe the
neutrino energy density, accounting for both the radiation
and matter behaviour at different epochs. The Hubble pa-
rameter will therefore be given by

H(z) = H0[⌦�,0(1 + z)4 + ⌦cb,0(1 + z)3+

+⌦⌫(z)E
2(z) + ⌦⇤]

1/2
,

(9)

where ⌦cb,0 and ⌦⇤,0 represent the present cold matter and
cosmological constant relative contributions to the energy
density. ⌦�,0, instead, represents the residual contribution
of photons, given by

⌦�,0 h
2 = 2.469⇥ 10�5

, (10)

obtained from eq. (1) in terms of the CMB temperature,
assuming T�,0 = 2.7255 K.1

In the non-relativistic, late-time limit m⌫,i � T⌫,0(1 +
z), or for z ⌧ znr with the redshift of non-relativistic tran-
sition znr estimated as

1 + znr ' 1890
m⌫,i

1 eV
, (12)

one obtains F ! y
3
2⇣(3), where ⇣ is the Riemann zeta func-

tion so that

⇢⌫(z) =
45
2⇡4

⇣(3)
�4
⌫ ⇢�(z)

T⌫,0(1 + z)
M⌫ ⌘ n⌫(z)M⌫ , (13)

n⌫(z) being the neutrino number density. In other words, at
late times neutrinos can be assimilated to an additional mat-
ter component. Dividing eq. (13) by the critical density one
obtains the well-known expression for the neutrino energy
density as a function of the total neutrino mass

⌦⌫,0h
2 =

M⌫

93.14 eV
. (14)

1 We remark that in a ⇤CDM cosmology with massless neutrinos,
in the computation of the Hubble function expressed as in eq. (9),
the neutrino energy density parameter is not given by eq. (8) but
by its relativistic limit,

⌦⌫(z)E
2(z) = Ne↵
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✓
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◆4/3

⌦�,0(1 + z)4, (11)

and will therefore contribute, to all effects, to the radiation energy
density.

2.2 Matter perturbations in two-fluid
approximation

A two-fluid approximation to describe the evolution of cou-
pled cold matter and massive neutrino perturbations has
been studied by Shoji & Komatsu (2010). More recently,
Blas et al. (2014) considered this approximation to describe
the evolution at relative low redshift (z ⌧ znr) in order to
compute perturbative predictions for the subsequent nonlin-
ear evolution. By matching the approximate solution to the
exact Boltzmann solution at z = 25 they recover a z = 0 lin-
ear prediction with an accuracy, at k = 0.1hMpc�1, of 0.1%
and and 1% respectively for the cold matter and neutrino
components.

We should notice that in practical applications, sub-
percent accuracy in the determination of neutrino pertur-
bations is not required. In fact, in the first place, in the
expression for the total matter power spectrum

Pm(k) = (1� fnr
⌫ )2 Pcb(k) + 2 (1� fnr

⌫ ) fnr
⌫ Pcb,⌫(k)

+ (fnr
⌫ )2 P⌫(k) (15)

the contributions of the cross-power spectrum between cold
matter and neutrinos, Pcb,⌫(k), and of the neutrino power
spectrum, P⌫(k), are suppressed respectively by one and two
powers of the massive neutrino fraction

fnr
⌫ (z) ⌘ ⌦nr

⌫ (z)
⌦m(z)

(16)

with respect to the contribution of the cold-matter power
spectrum Pcb(k). In addition, in particle-based simulations,
the initial power spectrum of neutrino particles is usually
wiped-out at the first time-step by the effect of thermal ve-
locities and recovered dynamically only at later times.

We now introduce the equations describing the evolu-
tion of cold matter and neutrino fluctuations. In our treat-
ment, perturbations in the massive neutrino density will con-
tribute to the gravitational potential and therefore affect the
growth of cold matter perturbations. For the cold matter, at
linear order, the continuity and Euler equations can be ex-
pressed as those of a pressure-less fluid (see, e.g. Bernardeau
et al. 2002)
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� , , (18)

where �cb = �⇢cb/⇢̄cb is the cold matter density contrast
and ✓cb ⌘ r · vcb is the divergence of its peculiar velocity
field. Regarding the neutrinos, the two-fluid approximation
consists in assuming that neutrino perturbations as well are
described just in term of two variables, that is the density
and velocity divergence, satisfying the same equations
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with the difference that the Euler equation accounts for an
effective sound speed cs given by (Blas et al. 2014)

cs =
�p⌫

�⇢⌫
' 134.423 (1 + z)

✓
1 eV
m⌫

◆
km s�1

. (21)
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The free-streaming scale

�FS ⇠ 1/kFS
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results to the results with the fluid approximation, i.e.,
solutions with the higher multipole moments (l ≥ 3) ig-
nored. Then, we shall examine the ranges of applicability
of fluid approximation in both spatial and time scales, as
a function of neutrino masses.
The rest of this paper is organized as follows. In § II,

we briefly review the effects of massive neutrino free-
streaming on the structure formation of the universe. In
§ III, we provide the basic fluid equations and the lin-
earized Boltzmann equation required for our theoretical
flame work. In § IV, we briefly discuss the analytic so-
lutions of the Boltzmann equation for collision-less par-
ticles. In § V, we compare the exact solutions of the
Boltzmann equations with the fluid approximation, and
discuss the limitation of the fluid approximation for sev-
eral masses of massive neutrino. Finally, in § VI, we
discuss the implications of our results and conclude. In
Appendix A, we discuss how to define the free-streaming
scale starting from the fluid equations. In Appendix B,
we give the detailed derivation of the exact solution of
the Boltzmann equation both for massless and massive
neutrinos. Even though our main interest is in massive
neutrinos, our results shown here are also applicable to
collision-less particles in general, whose time evolution of
the perturbed phase space distribution follows the lin-
earized collision-less Boltzmann equation with the zero-
th order phase space distribution function being frozen at
sufficiently early time (i.e., we set the initial conditions
of the neutrino transfer function after the decoupling of
neutrino, ∼ 1 MeV).

II. THE FREE-STREAMING OF THE MASSIVE
NEUTRINO

We are interested in the mass range of 0.05 < mν,i <
0.58 eV for the most massive species of neutrinos, which
became non-relativistic well after the matter radiation
equality. The mass density of the massive neutrinos rel-
ative to the total matter density is given by

fν ≡
Ωνh2

Ωmh2
=

1

Ωmh2

∑

i mν,i

94.1eV
, (5)

where the summation is taken over the different species
of neutrinos. Neutrinos become non-relativistic when the
mean energy per particle of neutrinos in the relativistic
limit,

〈E〉 ≡

∫

d3p p (exp[p/Tν(z)] + 1)−1

∫

d3p (exp[p/Tν(z)] + 1)−1

=
7π4

180ζ(3)
Tν & 3.15Tν, (6)

falls below mν,i. By solving 3.15Tν,0(1+ znr) = mν,i, one
finds the redshift of relativistic to non-relativistic transi-
tion epoch, znr, as

1 + znr,i & 1890
(mν,i

1eV

)

, (7)

for the i-th neutrino species.
The density fluctuation of neutrinos cannot grow

within the horizon size until neutrinos become non-
relativistic. Once neutrinos become non-relativistic, the
neutrino density fluctuation begins to grow on scale
greater than the so called “free-streaming scale,” which
is set by the velocity dispersion of neutrinos:

σ2
ν,i(z) ≡

∫

d3p p2/m2
ν,i(exp[p/Tν(z)] + 1)−1

∫

d3p (exp[p/Tν(z)] + 1)−1

=
15ζ(5)

ζ(3)

(

4

11

)
2
3 T 2

γ,0(1 + z)2

m2
ν,i

, (8)

where p is the proper momentum of the massive neutrino
(see Appendix of [41]).
The wavenumber corresponding to the free-streaming

scale, kFS, is defined by the single-fluid continuity and
Euler equations:

δ̇(k, τ) + θ(k, τ) = 0 (9)

θ̇(k, τ) +H(τ)θ(k, τ) +

[

3

2
H2(τ)− k2c2s (τ)

]

δ(k, τ) = 0,

(10)

where 1

kFS,i(z) ≡

√
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2

H(z)

cs(z)
&

√

3

2

H(z)

σν,i(z)

&
0.677

(1 + z)2

(mν,i

1 eV

)

[Ωm(1 + z)3 + ΩΛ]
1
2 h Mpc−1.

(11)

Here, derivatives are with respect to a conformal time,
dτ = dt/a, H(τ) ≡ ȧ(τ)

a(τ) , and θ(k, τ) is a velocity di-

vergence of the fluid. Note that Eq.(8) assumes that
neutrinos are non-relativistic.
In Figure 1, we show kFS,i from Eq.(11) (dotted line),

comoving horizon scale, aH(a), (thick solid line) and
kFS,i calculated numerically from Eq.(8), where mν,i is

replaced by
√

p2 +m2
ν,i (thin solid line). In this figure,

we use mν,i = 0.13 eV.
We find that the free-streaming scale is close to the

horizon size until the relativistic to non-relativistic tran-
sition of a neutrino, and once the neutrino becomes
non-relativistic, the free-streaming scale decreases as
kFS(a) ∝ a1/2. Let us examine the evolution of the neu-
trino density fluctuations at three length scales:

1 Here, we say cs ! σν,i; however, strictly speaking, the velocity
dispersion defined in Eq.(8) should not be used to define the free-
streaming scale, kFS, as the Euler equation contains sound speed,
c2s ≡

δP
δρ

, not the velocity dispersion. In the non-relativistic

limit, we have cs =
√

5

3
σν,i ! 0.745σν,i. We derive this relation

in Appendix A.

Velocity dispersion
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the free-streaming scale is fairly 
large (almost linear scales) for 
viable values of the neutrino mass

kFS,i ⇠
aH(a)

�⌫,i
kFS,i

kFS,i . 0.1hMpc�1

(m⌫,i . 0.1eV )



The matter power spectrum

neutrino mass as

⌦⌫ =

P
m⌫

93.14h2 eV
, (2.3)

where the proportionality factor depends on the assumed photon temperature and neutrino to photon
temperature ratio and it should be evaluated numerically in the most general case [35]. As a result,
at late times, i.e. z ⌧ znr, the e↵ect of neutrinos on the expansion rate of the Universe is completely
degenerate with a change of the CDM and baryon components.

On the other hand, at the perturbation level massive neutrinos have a peculiar e↵ect on matter
density fluctuations. Defining the density contrasts for neutrino and CDM respectively as �⌫ = �⇢⌫/⇢̄⌫

and �c = �⇢c/⇢̄c, where the total mass density is ⇢m = ⇢̄m + �⇢c + �⇢⌫ , ⇢̄m = ⇢̄c + ⇢̄⌫ being the total
background matter density, we can write

�m = (1� f⌫) �c + f⌫ �⌫ , (2.4)

where f⌫ represents the neutrino fraction defined as f⌫ ⌘ ⌦⌫/⌦m. It follows that the total matter
power spectrum can be written as the sum of three contributions corresponding respectively to the
CDM power spectrum, Pcc, the neutrinos power spectrum, P⌫⌫ , and the cross-power spectrum between
CDM and neutrinos, Pc⌫h�c�

⇤
⌫
i, that is

Pmm = (1� f⌫)
2
Pcc + 2f⌫ (1� f⌫)Pc⌫ + f

2
⌫
P⌫⌫ , (2.5)

which shows that the neutrino fraction has a direct impact on the total matter power spectrum by
modifying the relative contributions of the two components. Eqs. (2.2) to (2.5) introduce the notation
adopted throughout the rest of the paper.

Over the age of the Universe, neutrinos travel an average distance that depends on their thermal
velocity and, in turn, on their mass. This free streaming length determines the scale below which
neutrinos density perturbations are washed-out, and is given by (see, e.g. [5])

�FS(m⌫ , z) ' 8.1
H0 (1 + z)

H(z)

✓
1 eV

m⌫

◆
h
�1 Mpc . (2.6)

Notice that, for particles becoming non-relativistic during matter domination, as it is usually
the case for neutrinos, the comoving free streaming length, �FS/a, is actually decreasing in time,
and therefore assumes the largest value at the time of the non-relativistic transition. This peculiar
distance corresponds to the wave-number

knr = kFS(znr) ' 0.018⌦1/2
m

✓
1 eV

m⌫

◆1/2

hMpc�1
. (2.7)

This scale is typically larger than the scale at which nonlinear e↵ects manifest themselves at low
redshifts. At any redshift, scales larger than 1/knr are a↵ected by the presence of massive neutrinos,
and, in first approximation, we can write

Pmm(k) '

(
Pcc(k) for k ⌧ knr

(1� f⌫)2 Pcc(k) for k � knr ,
(2.8)

while the exact value of the damping scale will retain a residual redshift dependence. In the left
panel of Figure 1 we plot the ratio Pmm/Pcc for ⌃m⌫= 0.3, 0.53 eV at redshifts z = 0, 2, showing
the two asymptotic regimes of Eq. (2.8). On very large scales the ratio goes to one, while at small
scales it approaches (1 � f⌫)2 regardless of the redshift. Intermediate scales are instead a↵ected by
the actual value of the free streaming wave number kFS(m⌫ , z) ⌘ 2⇡a/�FS(m⌫ , z), and by its redshift
dependence.

It can be shown [36] that, with respect to the massless case, the total linear power spectrum,
Pmm, in massive neutrino scenarios is asymptotically suppressed at z = 0 by a constant factor on
scales k � knr

Pmm(k; f⌫)

Pmm(k; f⌫ = 0)
' 1� 8f⌫ , (2.9)

– 3 –

The total matter overdensity

f⌫ ⌘ ⌦⌫

⌦m
=

⇢̄⌫
⇢̄m

Neutrino fraction:

neutrino mass as

⌦⌫ =

P
m⌫

93.14h2 eV
, (2.3)

where the proportionality factor depends on the assumed photon temperature and neutrino to photon
temperature ratio and it should be evaluated numerically in the most general case [35]. As a result,
at late times, i.e. z ⌧ znr, the e↵ect of neutrinos on the expansion rate of the Universe is completely
degenerate with a change of the CDM and baryon components.

On the other hand, at the perturbation level massive neutrinos have a peculiar e↵ect on matter
density fluctuations. Defining the density contrasts for neutrino and CDM respectively as �⌫ = �⇢⌫/⇢̄⌫

and �c = �⇢c/⇢̄c, where the total mass density is ⇢m = ⇢̄m + �⇢c + �⇢⌫ , ⇢̄m = ⇢̄c + ⇢̄⌫ being the total
background matter density, we can write

�m = (1� f⌫) �c + f⌫ �⌫ , (2.4)

where f⌫ represents the neutrino fraction defined as f⌫ ⌘ ⌦⌫/⌦m. It follows that the total matter
power spectrum can be written as the sum of three contributions corresponding respectively to the
CDM power spectrum, Pcc, the neutrinos power spectrum, P⌫⌫ , and the cross-power spectrum between
CDM and neutrinos, Pc⌫h�c�

⇤
⌫
i, that is

Pmm = (1� f⌫)
2
Pcc + 2f⌫ (1� f⌫)Pc⌫ + f

2
⌫
P⌫⌫ , (2.5)

which shows that the neutrino fraction has a direct impact on the total matter power spectrum by
modifying the relative contributions of the two components. Eqs. (2.2) to (2.5) introduce the notation
adopted throughout the rest of the paper.

Over the age of the Universe, neutrinos travel an average distance that depends on their thermal
velocity and, in turn, on their mass. This free streaming length determines the scale below which
neutrinos density perturbations are washed-out, and is given by (see, e.g. [5])

�FS(m⌫ , z) ' 8.1
H0 (1 + z)

H(z)

✓
1 eV

m⌫

◆
h
�1 Mpc . (2.6)

Notice that, for particles becoming non-relativistic during matter domination, as it is usually
the case for neutrinos, the comoving free streaming length, �FS/a, is actually decreasing in time,
and therefore assumes the largest value at the time of the non-relativistic transition. This peculiar
distance corresponds to the wave-number

knr = kFS(znr) ' 0.018⌦1/2
m

✓
1 eV

m⌫

◆1/2

hMpc�1
. (2.7)

This scale is typically larger than the scale at which nonlinear e↵ects manifest themselves at low
redshifts. At any redshift, scales larger than 1/knr are a↵ected by the presence of massive neutrinos,
and, in first approximation, we can write

Pmm(k) '

(
Pcc(k) for k ⌧ knr

(1� f⌫)2 Pcc(k) for k � knr ,
(2.8)

while the exact value of the damping scale will retain a residual redshift dependence. In the left
panel of Figure 1 we plot the ratio Pmm/Pcc for ⌃m⌫= 0.3, 0.53 eV at redshifts z = 0, 2, showing
the two asymptotic regimes of Eq. (2.8). On very large scales the ratio goes to one, while at small
scales it approaches (1 � f⌫)2 regardless of the redshift. Intermediate scales are instead a↵ected by
the actual value of the free streaming wave number kFS(m⌫ , z) ⌘ 2⇡a/�FS(m⌫ , z), and by its redshift
dependence.

It can be shown [36] that, with respect to the massless case, the total linear power spectrum,
Pmm, in massive neutrino scenarios is asymptotically suppressed at z = 0 by a constant factor on
scales k � knr

Pmm(k; f⌫)

Pmm(k; f⌫ = 0)
' 1� 8f⌫ , (2.9)

– 3 –

The total matter power spectrum

0.01 0.02 0.05 0.10 0.20 0.50

0.1

10

k @h-1MpcD

PHk
L

z = 0

S mn = 0 eV
S mn = 0.3 eV
S mn = 0.6 eV

Pmm
Pcc
Pnn

0.01 0.02 0.05 0.10 0.20 0.50

0.5

0.6

0.7

0.8

0.9

1.0

k @hMpc-1D

PHm
nLê

PHm
n
=
0L

the suppression of the power 
spectrum due to neutrinos is 
proportional to the (total) 
neutrino mass

neutrino mass as

⌦⌫ =

P
m⌫

93.14h2 eV
, (2.3)

where the proportionality factor depends on the assumed photon temperature and neutrino to photon
temperature ratio and it should be evaluated numerically in the most general case [35]. As a result,
at late times, i.e. z ⌧ znr, the e↵ect of neutrinos on the expansion rate of the Universe is completely
degenerate with a change of the CDM and baryon components.

On the other hand, at the perturbation level massive neutrinos have a peculiar e↵ect on matter
density fluctuations. Defining the density contrasts for neutrino and CDM respectively as �⌫ = �⇢⌫/⇢̄⌫

and �c = �⇢c/⇢̄c, where the total mass density is ⇢m = ⇢̄m + �⇢c + �⇢⌫ , ⇢̄m = ⇢̄c + ⇢̄⌫ being the total
background matter density, we can write

�m = (1� f⌫) �c + f⌫ �⌫ , (2.4)

where f⌫ represents the neutrino fraction defined as f⌫ ⌘ ⌦⌫/⌦m. It follows that the total matter
power spectrum can be written as the sum of three contributions corresponding respectively to the
CDM power spectrum, Pcc, the neutrinos power spectrum, P⌫⌫ , and the cross-power spectrum between
CDM and neutrinos, Pc⌫h�c�

⇤
⌫
i, that is

Pmm = (1� f⌫)
2
Pcc + 2f⌫ (1� f⌫)Pc⌫ + f

2
⌫
P⌫⌫ , (2.5)

which shows that the neutrino fraction has a direct impact on the total matter power spectrum by
modifying the relative contributions of the two components. Eqs. (2.2) to (2.5) introduce the notation
adopted throughout the rest of the paper.

Over the age of the Universe, neutrinos travel an average distance that depends on their thermal
velocity and, in turn, on their mass. This free streaming length determines the scale below which
neutrinos density perturbations are washed-out, and is given by (see, e.g. [5])

�FS(m⌫ , z) ' 8.1
H0 (1 + z)

H(z)

✓
1 eV

m⌫

◆
h
�1 Mpc . (2.6)

Notice that, for particles becoming non-relativistic during matter domination, as it is usually
the case for neutrinos, the comoving free streaming length, �FS/a, is actually decreasing in time,
and therefore assumes the largest value at the time of the non-relativistic transition. This peculiar
distance corresponds to the wave-number

knr = kFS(znr) ' 0.018⌦1/2
m

✓
1 eV

m⌫

◆1/2

hMpc�1
. (2.7)

This scale is typically larger than the scale at which nonlinear e↵ects manifest themselves at low
redshifts. At any redshift, scales larger than 1/knr are a↵ected by the presence of massive neutrinos,
and, in first approximation, we can write

Pmm(k) '

(
Pcc(k) for k ⌧ knr

(1� f⌫)2 Pcc(k) for k � knr ,
(2.8)

while the exact value of the damping scale will retain a residual redshift dependence. In the left
panel of Figure 1 we plot the ratio Pmm/Pcc for ⌃m⌫= 0.3, 0.53 eV at redshifts z = 0, 2, showing
the two asymptotic regimes of Eq. (2.8). On very large scales the ratio goes to one, while at small
scales it approaches (1 � f⌫)2 regardless of the redshift. Intermediate scales are instead a↵ected by
the actual value of the free streaming wave number kFS(m⌫ , z) ⌘ 2⇡a/�FS(m⌫ , z), and by its redshift
dependence.

It can be shown [36] that, with respect to the massless case, the total linear power spectrum,
Pmm, in massive neutrino scenarios is asymptotically suppressed at z = 0 by a constant factor on
scales k � knr

Pmm(k; f⌫)

Pmm(k; f⌫ = 0)
' 1� 8f⌫ , (2.9)
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Table 12. Cosmological constraints for models varying the neutrino mass or allowing a modification of the growth rate. The parameters AL, Af σ8 and
Bf σ8 are described in the text; the notation +AL means that this parameter has been varied, which means that the information from CMB lensing has
been decoupled from the rest of the cosmological parameter inference. The model +Bf σ8 also allows Af σ8 to vary. All errors are 1σ rms from our
Markov chains, save that the neutrino masses are given as 95 per cent upper limits. We include "0.5

m σ8 (evaluated at z = 0) as this is a well-constrained
parameter combination in cluster abundance and lensing studies.

Cosmological Data sets
∑

mν (eV c−2) AL Af σ8 Bf σ8 σ 8 "0.5
m σ8

model 95 per cent limit

$CDM + mν Planck + BAO + FS <0.16 – – – 0.829 (16) 0.462 (9)
$CDM + mν + AL Planck + BAO + FS <0.23 1.19 (8) – – 0.795 (22) 0.441 (12)
$CDM + mν + Af σ8 Planck + BAO + FS <0.15 – 0.96 (6) – 0.833 (16) 0.464 (9)
$CDM + mν + AL + Af σ8 Planck + BAO + FS <0.25 1.19 (8) 1.00 (7) – 0.793 (25) 0.440 (14)

$CDM + Af σ8 Planck + BAO + FS – – 0.96 (6) – 0.833 (13) 0.464 (9)
$CDM + Af σ8 + Bf σ8 Planck + BAO + FS – – 0.97 (6) −0.62 (40) 0.832 (13) 0.463 (9)

owCDM + mν Planck + BAO + FS + SN <0.31 – – – 0.826 (21) 0.459 (11)
owCDM + Af σ8 + Bf σ8 Planck + BAO + FS + SN – – 0.96 (6) −0.60 (39) 0.840 (18) 0.464 (9)

covariance matrix estimated by Betoule et al. (2014), and Aubourg
et al. (2015) show that similar results are obtained using the Union 2
SN compilation of Suzuki et al. (2012). Our modelling adopts flex-
ible but smooth parametric forms for the evolution of dark energy
density, and it is possible that a model with more rapid low-redshift
changes could shift the value of H0 while remaining consistent with
the SN data.

Some changes of wording in the paragraph below. It is also pos-
sible that systematic errors in the direct H0 measurement are larger
than estimated by Riess et al. (2016). In response to R11, Efstathiou
(2014) presented an alternative analysis of the local data, arguing
for a lower value of 70.6 ± 3.3 or 72.5 ± 2.5 km s−1 Mpc−1, de-
pending on the choice of primary standards. Rigault et al. (2015)
argued that the dependence of the SN luminosity after correction
for light-curve fitting on the host galaxy star formation rate caused
a net calibration offset between the SNe in the Hubble flow and
those with nearby Cepheid measurements (a 3.3 per cent effect on
H0). Riess et al. (2016) address both of these critiques and present
a number of further systematics tests, in addition to analysing a
larger data set. It is possible that everyone’s error estimates are cor-
rect and we are simply being unlucky, e.g. if the cosmologically
inferred H0 is 2σ low and the direct measurement is 2σ high. For
now, we continue to see this tension as provocative, but not con-
clusive. Further work that tightens the statistical errors and exam-
ines systematic uncertainties in direct H0 measurements is clearly
desirable, as this tantalizing tension could yet reveal either astro-
physical or cosmological exotica.

9.4 Cosmological parameter results: growth of structure

We next turn to models that assume a simpler distance scale but
consider parameters to vary the growth of structure, notably through
massive neutrinos or modifications of the growth rates predicted by
GR. These results are found in Table 12.

We start with $CDM models that include an unknown total mass
of the three neutrino species. In detail, we assume that all of the mass
is in only one of the three weakly coupled species, but the difference
between this assumption and three nearly degenerate species of the
same total mass is small for our purposes. Neutrinos of sub-eV mass
serve as a sub-dominant admixture of hot dark matter. Because of
their substantial velocity, they fail to fall into small-scale structure
at low redshift, thereby suppressing the growth of structure from
recombination until today (Bond & Szalay 1983; Hu, Eisenstein
& Tegmark 1998). The measurement of the amplitude of the CMB

Figure 19. Posterior distribution for the sum of the mass of neutrinos
in the $CDM cosmological model. The blue curve includes the growth
measurement from the lensing impacts on the CMB power spectrum and
from the BOSS RSD measurement of fσ 8. The green curve excludes both
of these constraints; one still gets constraint on the neutrino mass from the
impact on the distance scale. Red and grey curves relax one of the growth
measurements at a time; showing that most of the extra information comes
from the CMB lensing. The vertical dashed lines indicate the 95 per cent
upper limits corresponding to each distribution.

anisotropy power spectrum and the optical depth to recombination τ

implies the amplitude of the matter power spectrum at z ≈ 1000. The
measurement of the expansion history along with the assumptions
of GR and minimal neutrino mass then determines the amplitude
of the matter power spectrum at z = 0, typically reported as σ 8.
Variations in the neutrino mass then cause the expected σ 8 to vary.

Measurements of the low-redshift amplitude of structure can
therefore measure or limit the neutrino mass. Here, we utilize two
measurements: the lensing effects on the Planck CMB anisotropy
power spectrum and the BOSS RSD. Using these, we find a
95 per cent upper limit on the neutrino mass of 0.16 eV c−2.

We then consider how the constraints vary if one relaxes these
measurements, as shown in Fig. 19. We include additional nuisance
parameters AL that scale the impact of the CMB lensing and Af σ8

that scales the RSD following as

f σ8 → f σ8
[
Af σ8 + Bf σ8 (z − zp)

]
(24)
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pre-reconstruction density field, we measure the product DMH from the Alcock–Paczynski
(AP) effect and the growth of structure, quantified by fσ 8(z), from redshift-space distortions
(RSD). We combine individual measurements presented in seven companion papers into a set
of consensus values and likelihoods, obtaining constraints that are tighter and more robust
than those from any one method; in particular, the AP measurement from sub-BAO scales
sharpens constraints from post-reconstruction BAOs by breaking degeneracy between DM and
H. Combined with Planck 2016 cosmic microwave background measurements, our distance
scale measurements simultaneously imply curvature "K = 0.0003 ± 0.0026 and a dark energy
equation-of-state parameter w = −1.01 ± 0.06, in strong affirmation of the spatially flat cold
dark matter (CDM) model with a cosmological constant (#CDM). Our RSD measurements
of fσ 8, at 6 per cent precision, are similarly consistent with this model. When combined with
supernova Ia data, we find H0 = 67.3 ± 1.0 km s−1 Mpc−1 even for our most general dark
energy model, in tension with some direct measurements. Adding extra relativistic species as
a degree of freedom loosens the constraint only slightly, to H0 = 67.8 ± 1.2 km s−1 Mpc−1.
Assuming flat #CDM, we find "m = 0.310 ± 0.005 and H0 = 67.6 ± 0.5 km s−1 Mpc−1, and
we find a 95 per cent upper limit of 0.16 eV c−2 on the neutrino mass sum.

Key words: distance scale – large-scale structure of Universe – cosmology: observations.

1 IN T RO D U C T I O N

Observations and theoretical studies over the past four decades have
led to the emergence of a standard cosmological model, # cold dark
matter (#CDM), based on a spatially flat universe, CDM, a cos-
mological constant that drives accelerated expansion at late times
and structure seeded by quantum fluctuations during an epoch of
inflation at very early times. The goals of ‘precision cosmology’ are
to test the underlying assumptions of this model and to measure its
parameters with sufficient precision to yield new physical insights,
such as the mass scale of neutrinos, the presence of unknown rel-
ativistic species, possible small departures from flatness and the
physics of inflation or alternative scenarios of the early universe.
Observations on galactic and sub-galactic scales can test the hypoth-
esis that dark matter is weakly interacting and cold (in the sense that
its primordial velocity dispersion was too small to affect structure
formation). The biggest question of contemporary cosmology is the
origin of cosmic acceleration: does it arise from a constant vacuum
energy as assumed in #CDM, or from another form of dark energy
that varies in time and space, or from a breakdown of general rela-
tivity (GR) on cosmological scales? This question can be addressed
by precisely measuring the cosmic expansion history over a wide
span of redshift and by comparing measurements of the growth of
matter clustering to the predictions of #CDM+GR.

This paper presents cosmological results from the final galaxy
clustering data set of the Baryon Oscillation Spectroscopic Survey
(BOSS; Dawson et al. 2013), conducted as part of the Sloan Digi-
tal Sky Survey III (SDSS-III; Eisenstein et al. 2011). As the name
suggests, the defining goal of BOSS is to measure the cosmic ex-
pansion history by means of baryon acoustic oscillations (BAOs),
which imprint a characteristic scale detectable in the clustering of
galaxies and of intergalactic Ly α forest absorption. BOSS is the
premier current data set for measurements of large-scale galaxy
clustering, which can also be used to constrain cosmological pa-
rameters through the full shape (FS) of the galaxy power spectrum
and the anisotropy induced by redshift-space distortions (RSD). As
discussed further below, this paper draws on results from a number
of supporting papers, which present analyses of BAO, RSD and
FS constraints using a variety of measurement and modelling tech-
niques and provide the infrastructure to derive statistical uncertain-
ties and test for systematic effects. Here, we synthesize these results

into ‘consensus’ cosmological constraints from BOSS galaxy clus-
tering, in combination with a variety of external data sets. The galaxy
data set that underpins these measurements comes from SDSS data
release 12 (DR12; Alam et al. 2015a) and the large-scale structure
(LSS) catalogue with the additional information (masks, complete-
ness, etc.) required for clustering measurements appears in Reid
et al. (2016).

The first direct evidence for cosmic acceleration came from
surveys of Type Ia supernovae (SNe) in the late 1990s (Riess
et al. 1998; Perlmutter et al. 1999). This evidence had immedi-
ate impact in part because studies of cosmic microwave back-
ground (CMB) anisotropy and LSS already favoured #CDM as
an economical explanation for observed cosmic structure (see e.g.
Efstathiou, Sutherland & Maddox 1990; Krauss & Turner 1995; Os-
triker & Steinhardt 1995). The case for #CDM sharpened quickly
with balloon-based CMB measurements that found the first acous-
tic peak at the angular location predicted for a flat universe (de
Bernardis et al. 2000; Hanany et al. 2000; see Netterfield et al. 1997
for earlier ground-based results pointing in this direction). Today
the web of evidence for cosmic acceleration is extremely strong, and
nearly all observations remain consistent with a cosmological con-
stant form of dark energy. CMB measurements from the Wilkinson
Microwave Anisotropy Probe (WMAP; Bennett et al. 2013), ground-
based experiments such as the Atacama Cosmology Telescope (Das
et al. 2014) and the South Pole Telescope (George et al. 2015),
and, especially, the Planck satellite (Planck Collaboration I 2016)
now provide strong constraints on the cosmic matter and radiation
density, the angular diameter distance to the surface of last scat-
tering, and the shape and amplitude of the matter power spectrum
at the recombination epoch zrec ≈ 1090. These measurements also
probe lower redshift matter clustering through gravitational lens-
ing and the integrated Sachs–Wolfe (ISW; Sachs & Wolfe 1967)
effect. Within #CDM, CMB data alone are sufficient to provide
tight parameter constraints, but these weaken considerably when
non-zero curvature or more flexible forms of dark energy are al-
lowed (Planck Collaboration XIII 2016, hereafter Planck 2016).
SN measurements of the expansion history have improved dramat-
ically thanks to large ground-based surveys that span the redshift
range 0.2 < z < 0.8, improved local calibrator samples, Hubble
Space Telescope searches that extend the Hubble diagram to z ≈
1.5, and major efforts by independent groups to place different data
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BOSS data

BOSS: Full-Shape + BAOs 

Figure 8. Marginalized one-dimensional posterior distribution and two-dimensional probability con-
tours (at the 68% and 95% CL) for the parameters of the ⌫⇤CDM model, including varied neutrino
masses, as obtained from analyses of the Planck likelihood in combination with BAO and FS informa-
tion from BOSS. Neff is fixed to the standard model value 3.046 and we quote H0 in km s�1Mpc�1,
with Mtot given in eV.

A key outcome of this work is the development of a new technique for extracting infor-
mation from reconstructed power spectra, combining simple theory with a theoretical error
model [16, 66]. This augments the usual sample covariance with an additional covariance
which scales as the neglected one-loop power spectrum, and crucially has a non-zero coherence
length, allowing positions of the correlated BAO peaks to be separated from the unmodeled
(and poorly understood) broadband spectrum. This was shown to be highly robust and car-
ries no free parameters besides the coherence length and amplitude, which can be fixed to
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Analyses of Galaxy Power Spectra:
A 1.6% CMB-independent constraint on H0
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Abstract. We present cosmological constraints from a joint analysis of the pre- and post-
reconstruction galaxy power spectrum multipoles from the final data release of the Baryon
Oscillation Spectroscopic Survey (BOSS). Geometric constraints are obtained from the po-
sitions of BAO peaks in reconstructed spectra, which are analyzed in combination with the
unreconstructed spectra in a full-shape (FS) likelihood using a joint covariance matrix, giv-
ing stronger parameter constraints than FS-only or BAO-only analyses. We introduce a new
method for obtaining constraints from reconstructed spectra based on a correlated theoretical
error, which is shown to be simple, robust, and applicable to any flavor of density-field re-
construction. Assuming ⇤CDM with massive neutrinos, we analyze clustering data from two
redshift bins ze↵ = 0.38, 0.61 and obtain 1.6% constraints on the Hubble constant H0, using
only a single prior on the current baryon density !b from Big Bang Nucleosynthesis and no
knowledge of the power spectrum slope ns. This gives H0 = 68.6±1.1 km s�1Mpc�1, with the
inclusion of BAO data sharpening the measurement by 40%, representing one of the strongest
current constraints on H0 independent of cosmic microwave background data. Restricting to
the best-fit slope ns from Planck (but without additional priors on the spectral shape), we
obtain a 1% H0 measurement of 67.8± 0.7 km s�1Mpc�1. Finally, we find strong constraints
on the cosmological parameters from a joint analysis of the FS, BAO, and Planck data. This
sets new bounds on the sum of neutrino masses

P
m⌫ < 0.14 eV (at 95% confidence) and the

effective number of relativistic degrees of freedom Ne↵ = 2.90+0.15
�0.16, though contours are not

appreciably narrowed by the inclusion of BAO data.

1Corresponding author.
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Figure 17. Triangle plot showing the 1D and 2D marginalized posteriors of the cosmological
parameters inferred through a likelihood analysis of power spectrum (blue) and power spectrum and
bispectrum (red) using the fiducial model. In this plot, we marginalize over all bias and stochastic
parameters in order to highlight the impact that the inclusion of the bispectrum to the analysis has
on the inference of cosmological parameters. For the power spectrum we set kmax,P = 0.30 h Mpc≠1,
while we set kmax,B = 0.09 h Mpc≠1 for the bispectrum. Gray lines show the input values of the
cosmological parameters.

models and the non-linear dynamics simulated by N-body solvers. They also provide strong
evidence that the perturbative bias treatment and the counterterms do not distort the posterior
distribution of the cosmological parameters, at least in real-space. We thus conclude that a
joint likelihood analysis of the power spectrum and the bispectrum should be able to provide
unbiased estimates for the cosmological parameters, including information on the accelerated
expansion of the Universe.

5 Conclusions

We presented a joint likelihood analysis of the real-space halo power spectrum and bispectrum
extracted from 298 N-body simulations covering a total volume of roughly 1000 h≠3 Gpc3.
We compared the data to a perturbative model at one-loop for the power spectrum and
at tree-level for the bispectrum. The model implementation, limited here to real space, is
essentially the same that has been recently applied to the analysis of the BOSS data in [88].
In order to estimate the full non-linear covariance matrix for both observables along with
their cross-covariance, we used measurements from 10 000 mock halo catalogs generated with
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See also Ivanov et al. (2022)
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kB
max ≃ 0.09 hMpc−1

as above as biased tracers of the density and baryonic
fields [20].
Because of what we just discussed, the range over which

different implementations of the EFTofLSS can differ is
extremely limited: one may choose a different basis for the
EFT parameters; they may add an incomplete, and therefore
different, set of higher-order counterterms to partially
include the effect of some higher-order calculation that
was not performed; or they may have different implemen-
tations or approximations for the IR resummation. We list
these differences in detail next.

B. Group-dependent implementation

Although both teams use the same theoretical model,
there are several important methodological differences.
Moreover, the two groups have made very different choices
in the model implementation and numerical algorithms.
This section describes in detail the pipelines used by the
two teams.

1. East Coast team

The East Coast team used only the monopole and the
quadrupole in the analysis. The East Coast team analyzed
the challenge data with and without the hexadecapole
moment and found identical constraints.3 Thus, the East
Coast team refrained from using the hexadecapole moment
in the baseline analysis.
The theoretical model used by the East Coast team for

these two multipoles can be written schematically as

PlðkÞ ¼ Ptree
l ðkÞ þ Ploop

l ðkÞ þ Pctr
l ðkÞ þ P∇4

zδ
l ðkÞ: ð13Þ

The tree-level contribution is given by the Kaiser formula
[43]. The loop corrections are calculated using the standard
one-loop power spectra for dark matter and biased tracers
(see, e.g., [23,69,70] and references therein). The bias
model consists of the following bias operators [17,19,71],

δgðkÞ ¼ b1δðkÞ þ
b2
2
δ2ðkÞ þ bG2

G2ðkÞ; ð14Þ

where the momentum-space representation of the G2

operator is given by

G2ðkÞ ¼
Z

d3p
ð2πÞ3

!
ðp · ðk − pÞÞ2

p2jk − pj2
− 1

"
δðpÞδðk − pÞ: ð15Þ

The one-loop power spectrum has one extra bias operator
multiplied by an additional parameter bΓ3

. However, this
contribution is almost fully degenerate with the counter-
terms and the G2 operator on the scales of interest. Given
this strong degeneracy, the East Coast team set bΓ3

¼ 0 in
the baseline analysis. Running the Markov chain
Monte Carlo (MCMC) chains with and without bΓ3

, it
was checked that this choice does not affect constraints on
cosmological parameters.
The standard one-loop counterterms for the monopole

and the quadrupole are [20]

Pctr
0 ðkÞ¼−2c20k2P11ðkÞ; Pctr

2 ðkÞ¼−
4f
3
c22k

2P11ðkÞ; ð16Þ

where f ¼ d lnDþ=d ln a is the logarithmic growth rate,
Dþ denotes the linear growth factor, and P11ðkÞ is the linear
power spectrum. The purpose of these counterterms is to fix
the UV dependence of the loops and to partly take into
account the effects of the fingers of God [42]. The East
Coast team also added an extra k4 term shared between the
multipoles,

P∇4
zδðk; μÞ ¼ −cðμkfÞ4ðb1 þ fμÞ2P11ðkÞ: ð17Þ

This new counterterm takes into account the next-to-
leading order of the fingers of God. Note that on general
grounds, one also expects the presence of the stochastic
contribution of the form [20,72]

PRSD;stoch ¼ −cϵk2μ2: ð18Þ

This contribution is very degenerate with the counterterm
(17) on the scales of interest for the analysis, and it was not
included in the model by the East Coast team.
The East Coast team implemented IR resummation and

the Alcock-Paczynski effect as explained in detail in
Refs. [73,74]. Importantly, the East Coast team used the
IR-resummation algorithm based on the wiggly smooth
decomposition directly in Fourier space [64,67,75], which
allowed for a significant boost of computational speed. This
scheme is efficient and numerically stable. Moreover, it is
based on solid systematic parametric expansion that guar-
antees that the error is under control at every order of IR
resummation. It was explicitly checked that the residuals
introduced by our procedure are much smaller than the two-
loop contributions which are not included in the model, in
full agreement with theoretical expectations [67,75]. The
labels that indicate IR resummation and the AP effect were
omitted in all equations in this section to avoid clutter.
However, the reader should keep in mind that they are
always included in the model.

3On the scales of interest, the hexadecapole signal is domi-
nated by leakage contributions from the monopole and quadru-
pole. These contributions appear due to discreteness effects, i.e.,
because the monopole and quadrupole are not exactly orthogonal
to the hexadecapole on a finite grid. Even with the gigantic
volume of the challenge simulation and the wide binning, the
hexadecapole moment is dominated by the systematic leakage
from lower multipole moments.
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Refs. [73,74]. Importantly, the East Coast team used the
IR-resummation algorithm based on the wiggly smooth
decomposition directly in Fourier space [64,67,75], which
allowed for a significant boost of computational speed. This
scheme is efficient and numerically stable. Moreover, it is
based on solid systematic parametric expansion that guar-
antees that the error is under control at every order of IR
resummation. It was explicitly checked that the residuals
introduced by our procedure are much smaller than the two-
loop contributions which are not included in the model, in
full agreement with theoretical expectations [67,75]. The
labels that indicate IR resummation and the AP effect were
omitted in all equations in this section to avoid clutter.
However, the reader should keep in mind that they are
always included in the model.

3On the scales of interest, the hexadecapole signal is domi-
nated by leakage contributions from the monopole and quadru-
pole. These contributions appear due to discreteness effects, i.e.,
because the monopole and quadrupole are not exactly orthogonal
to the hexadecapole on a finite grid. Even with the gigantic
volume of the challenge simulation and the wide binning, the
hexadecapole moment is dominated by the systematic leakage
from lower multipole moments.
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The bispectrum is expected to 
reduce degeneracies in the power 
spectrum loop corrections




The Model: galaxy bias at 1-loop

Test of 1-loop bispectrum  
bias model in real space 
 
HOD galaxies (CMASS, LOWZ) 
& halos 
  
 
8 parameters (tree-level B) 
15 parameters (one-loop B) 

One-loop corrections greatly 
extend the reach of the model 
and its potential to constrain its 
parameters  
(despite their larger number) 
 
but, again, this is still real space …

6 Gpc3h−3

different modeling configurations for the bispectrum: tree-
level bias terms only (red lines), and the full one-loop
model presented in Sec. II B (blue lines). In both cases we
further consider the same fiducial setup from Sec. IVA
without higher-derivative terms and scale-dependent sto-
chasticity but now also allow separately for either of these
effects, depicted by the dashed and dotted lines. Note that
when including the higher-derivative terms in the bispec-
trum model, we also include the corresponding term in the
power spectrum, although it does not enter with a free
parameter since we have eliminated the stress-tensor

corrections (see Sec. II E). The varying number of fitting
parameters in each of these cases is given by the last two
columns of Table II. For easier visual comparison between
the models we have evaluated k† according to Eq. (55) and
stopped plotting the FOM at that scale, which is indicated
by an arrowhead symbol.

2. Fiducial case

Starting with the fiducial case we observe that ignoring
the bias loop corrections generally diminishes the

FIG. 5. FOB, goodness of fit, and FOM for joint fits of the galaxy or halo power spectrum and bispectrum as a function of the
maximum k mode allowed to participate in the fit. Differently colored lines indicate whether bias loop corrections in the bispectrum
model have been included (blue) or not (red). Solid lines correspond to a bispectrum model that includes neither higher-derivative terms,
nor scale-dependent stochasticity, while dashed lines account for the former and dotted lines for the latter (see Table II for the number of
fitting parameters in these cases and note that the power spectrum model always includes the scale-dependent stochastic term). The
FOM is truncated at the estimated validity scale of the respective model, indicated by an arrowhead symbol. Grey shaded areas depict the
68% and 95% confidence limits.
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The Model: redshift-space

Galaxy density in redshift space:

�s(k) = Z1(k)�L(k) +

Z
d3q Z2(q,k� q)�L(q)�L(k� q) + . . .
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Z1(k) = b1 + f µ2
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where we denote ! ≡ k · ẑ=k, with k ≡ k1 + · · ·+ kn, and !i ≡ ki · ẑ=ki. As above, F2 and G2 denote
the second-order kernels for the real-space density and velocity-divergence !elds, and similarly for
F3 and G3. Note that the third-order kernel Z3 must still be symmetrized over its arguments. One
can similarly obtain the PT kernels Zn in redshift space to arbitrary higher order.

We note that there are two approximations involved in this procedure: one is the mathematical
step of going from Eq. (607) to Eq. (608), which approximates the redshift-space mapping with a
power series; the other is the PT expansion itself (i.e. the expansion of "(k) and #(k) in terms of
linear "uctuations "1(k)). Therefore, one is not guaranteed that the resulting PT in redshift space
will work over the same range of scales as in real space. In fact, in general, PT in redshift space
breaks down at larger scales than in real space, because the redshift-space mapping is only treated
approximately, and it breaks down at larger scales than does the perturbative dynamics. In particular,
a calculation of the one-loop power spectrum in redshift space using Eqs. (611)–(613) does not
give satisfactory results because expanding the exponential in Eq. (607) is a poor approximation.
To extend the leading order calculations, one must treat the redshift-space mapping exactly and only
approximate the dynamics using PT [562]. To date, this program has only been carried out using
the ZA [220,642,301] and second-order Lagrangian PT [565], as we shall discuss below.

7.4.2. The redshift-space power spectrum
The calculation of redshift-space statistics in Fourier space proceeds along the same lines as in the

un-redshifted case. To leading (linear) order, the redshift-space galaxy power spectrum reads [362]
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Bs(k1, k2, k3) = 2 Z1(k1) Z1(k2) Z2(k1, k2) PL(k1) PL(k2) + perm .

+ non-local bias …

Redshift-space bispectrum



The Model: redshift-space (monopole)

In this case the covariance is larger, and hence we can use
more aggressive data cuts provided that the bias in
cosmological parameters due to higher order loop correc-
tions is smaller than a fraction of the statistical error. In this
case the power spectrum multipole analysis can be pushed
to kmax ¼ 0.20 hMpc−1, which is noticeably larger than
our baseline PT challenge power spectrum multipole data
cut kmax ¼ 0.14 hMpc−1 [53]. Note that this kmax is lower
than kmax ¼ 0.25 hMpc−1 used in Refs. [48,116] because
here we include the hexadecapole moment, see Ref. [53] for
more detail. Consequently, the transverse power spectrum
moment Q0 is taken in the range 0.2 < k=ðhMpc−1Þ < 0.4
[77]. Unfortunately, we cannot push the bispectrum analy-
sis to kmax ¼ 0.1 hMpc−1 because the relative theory
systematic error on σ8 there is around 3%. This is a
significant fraction of the BOSS statistical error,

σσ8=σ8 ≈ 5%. We have explicitly checked that the recov-
ered value of σ8 is biased by 1σ of the BOSS error when the
bispectrum is taken at kmax ¼ 0.1 hMpc−1. Therefore, we
proceed with the same baseline cut as in the PT challenge
analysis of the previous section, kmax ¼ 0.08 hMpc−1.
We analyze the same PT challenge data but with the

covariance rescaled by a factor 100, which is the difference
between the PT challenge volume and the BOSS survey
volume VBOSS ≃ 6 h−3Gpc3. In this particular analysis, we
also impose the following Gaussian prior on c1,

c1 ∼N ð0; 52Þ; ð5:15Þ

which is motivated by the EFT expectation c1 ¼ Oð1Þ. Our
results are shown in Fig. 7 and in Table II.

FIG. 7. Same as Fig. 5 but with the covariance rescaled by 100 to match the BOSS survey volume.
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Ivanov et al. (2022)

Test of tree-level bispectrum  
in redshift space 

EFTofLSS 
 

BOSS-like HOD 

 
Marginal (10%) improvement  

on amplitude parameters ( )  
on BOSS-like volume 

On full volume, : 

As, σ8

566 h−3Gpc3
Addition of the bispectrum leads to following improve-

ments on cosmological and nuisance parameters

σPþB

σP
fωcdm; h; ns; As;Ωm; σ8g

¼ f0.88; 0.94; 0.86; 0.95; 0.89; 0.96g;
σPþB

σP
fb1; b2; bG2

; Pshotg

¼ f0.84; 0.18; 0.09; 0.65g: ð5:14Þ

In general, the gain here is more modest compared to what
we have obtained from the real space bispectrum. One
reason for that is the correlation between the additional
FOG counterterm c1 and other parameters. For example,
the degeneracy between c1 and b2; Bshot is quite significant,
which explains why the confidence intervals for these

nuisance parameters are noticeably larger than those of the
real space bispectrum case. Another reason for the rela-
tively small improvement in cosmological parameters is
that the BAO wiggles are more suppressed in redshift
space, cf. Eq. (3.12), and hence there is less available
distance information.
All in all, the upshot of our analysis is that for the full PT

challenge simulation volume the data cut for the tree-level
redshift-space bispectrum model is kmax ¼ 0.08 hMpc−1,
and the addition of the bispectrum likelihood yields ≲10%
improvement on cosmological parameters, but much larger
gains on bias parameters.

D. Forecast for BOSS

It is useful to rerun our analysis for the covariance that
matches the volume of the currently available BOSS data.

FIG. 6. Posterior distributions of cosmological and certain nuisance parameters from MCMC analyses of the redshift space power
spectrum, redshift space bispectrum, and their combination. We use kmax ¼ 0.08 hMpc−1 for the bispectrum here.
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Anisotropy: bispectrum multipoles

The orientation of the triangle w.r.t. the 
line-of-sight now matters 
 
Different choices are possible  
(see e.g. Hashimoto et al., 2017, Gualdi & Verde, 
2020)


We (OULE3) follow  
Scoccimarro et al. (1999), 
with the FFT-based estimator of 
Scoccimarro, 2015.

Bs(k1,k2,k3) = Bs(k1, k2, k3, ✓1,�12)
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Figure 5. Results for the analysis of the whole 298 Minerva simulations data-set in terms of the full,
seven-parameters model. Left panels: marginalised, 1-� posteriors for each parameter as a function of kmax.
Top-right panels: posterior-averaged, reduced chi-square, h�2

⌫i and the posterior predictive p-value (ppp) as a
function of kmax. The blue, red and green dashed lines in the h�2

⌫i panel represent the 95% confidence limits
for the three combinations of multipoles considered. Bottom-right panel: two-dimensional, marginalised 1-�
contours for kmax = 0.06 h Mpc�1 case (corresponding to the vertical line in the other panels). In all panels,
the B0-only analysis (blue) is compared to the joint B0 +B2 (red) and B0 +B2 +B4 (green). All posteriors are
compared with the results from the joint analysis of the real-space power spectrum and bispectrum derived
in Paper II, whose best-fit values are shown by the gray, dashed lines.

and implicitly assumed in some data analysis [6, 29]. We will therefore consider the two, additional
5-parameters models (both assuming ↵2 = 0):

• ↵3 = ↵1 and ↵2 = 0 (5 parameters);

• ↵3 = �1 and ↵2 = 0 (5 parameters).

The top left panel in figure 6 shows a general comparison between all the models described in
the bullet points above in terms of the di↵erence in their DIC w.r.t. the maximal model with seven
parameters, as a function of the maximum wavenumber kmax, again for the monopole and quadrupole
analysis. Di↵erences larger than 5 are usually considered relevant. The top right panel of the same
figure shows instead the e↵ective number of parameters we are able to constrain from the data also as a
function of kmax. For a value of kmax < 0.05 h Mpc�1, we do not have enough information to determine
even 5 parameters and the �DIC simply favours the simplest models. These are still favoured up to
kmax ⇠ 0.08 h Mpc�1, where the additional degrees of freedom of more complex models are probably
accounting for missing nonlinear corrections. The test does not clearly indicate a preference for the
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seven-parameters model. Left panels: marginalised, 1-� posteriors for each parameter as a function of kmax.
Top-right panels: posterior-averaged, reduced chi-square, h�2

⌫i and the posterior predictive p-value (ppp) as a
function of kmax. The blue, red and green dashed lines in the h�2

⌫i panel represent the 95% confidence limits
for the three combinations of multipoles considered. Bottom-right panel: two-dimensional, marginalised 1-�
contours for kmax = 0.06 h Mpc�1 case (corresponding to the vertical line in the other panels). In all panels,
the B0-only analysis (blue) is compared to the joint B0 +B2 (red) and B0 +B2 +B4 (green). All posteriors are
compared with the results from the joint analysis of the real-space power spectrum and bispectrum derived
in Paper II, whose best-fit values are shown by the gray, dashed lines.

and implicitly assumed in some data analysis [6, 29]. We will therefore consider the two, additional
5-parameters models (both assuming ↵2 = 0):

• ↵3 = ↵1 and ↵2 = 0 (5 parameters);

• ↵3 = �1 and ↵2 = 0 (5 parameters).

The top left panel in figure 6 shows a general comparison between all the models described in
the bullet points above in terms of the di↵erence in their DIC w.r.t. the maximal model with seven
parameters, as a function of the maximum wavenumber kmax, again for the monopole and quadrupole
analysis. Di↵erences larger than 5 are usually considered relevant. The top right panel of the same
figure shows instead the e↵ective number of parameters we are able to constrain from the data also as a
function of kmax. For a value of kmax < 0.05 h Mpc�1, we do not have enough information to determine
even 5 parameters and the �DIC simply favours the simplest models. These are still favoured up to
kmax ⇠ 0.08 h Mpc�1, where the additional degrees of freedom of more complex models are probably
accounting for missing nonlinear corrections. The test does not clearly indicate a preference for the
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Test of  bispectrum multipoles

 
Halos 

 of cumulative volume 
(300 Minerva sims  
+ 10,0000 Pinocchio mocks for covariance) 
 
bias parameters + f 
 
Significant (but not surprising)  
improvement on the growth rate:   

1000 h−3Gpc3

Rizzo et al. (2021)

See also Gualdi & Verde (2020), Gualdi et al. (2021), D’Amico et al. (2022)



Anisotropy: bispectrum multipoles

Test of  the bispectrum model: 
 at 1-loop

 tree-level


 
CMASS HOD mocks + window 
 
Significant improvement 
adding  at one-loop, much 
less adding  tree-level 
(but very limited number triangles 
in this case …)

B0
B2

B0
B2

D’Amico et al. (2022)

�X/X ⌦m h �8 !cdm ln(10
10As) S8

N
s
e
r
ie

s P` �0.017± 0.048 0.003+0.022
�0.024 0.047+0.070

�0.086 �0.013+0.063
�0.071 0.035± 0.055 0.038+0.074

�0.092

P` +B0 �0.005± 0.042 0.005±0.019 �0.012± 0.052 0.004+0.052
�0.058 �0.010± 0.040 �0.015± 0.058

P`+B0+B2 �0.010± 0.041 0.006+0.018
�0.021 �0.009± 0.053 0.001± 0.053 �0.007± 0.041 �0.014± 0.059

P
a
t
c
h
y P` �0.021+0.052

�0.059 0.005±0.028 0.034+0.076
�0.098 �0.014± 0.078 0.026+0.056

�0.066 0.022+0.083
�0.10

P` +B0 �0.011+0.044
�0.051 0.004±0.023 �0.011± 0.054 �0.004+0.052

�0.062 �0.006± 0.044 �0.017± 0.058

P`+B0+B2 �0.012± 0.046 0.004±0.024 �0.004± 0.053 �0.006+0.052
�0.059 �0.001± 0.043 �0.011± 0.058

Figure 4: Triangle plots and relative 68%-credible intervals of base cosmological parameters measured from
the Nseries and Patchy simulations analyzed using a covariance with CMASS NGC volume. The grey lines
in the triangle plots represent the simulation truth.

5.3 Tests of additional modeling effects

Our implementation of the IR-resummation and of the window function is approximate, with-
out a control parameter. We therefore check the accuracy of the two implementations in the
following way.

For the window function, the correctness of our approximation has been checked in [120]
for the monopole. In fact, as shown in the second line of tab. 2, the difference between the
bispectrum computed with our approximation, and the one where we apply no window is
within 1/4 of the error bars obtained on all cosmological parameters from the fit to BOSS
data. For the quadrupole, the third line of tab. 2 shows that the difference with applying
no window is about 0.5� on the posterior of ⌦m (while negligible for the other cosmological
parameters). While this might seem too large an effect to tolerate, one should keep in mind
the following. Roughly speaking, the correct window function should consist of applying 3/2

factors of W to the bispectrum (i.e. one for each field). Applying no window therefore is
a radical negligence of all these factors, much worse than the approximation we do (which

20



Primordial Non-Gaussianity



Non-Gaussian Initial Conditions

Gaussian initial conditions:

 

• their statistical properties are completely specified by the two-point 

correlation function or the power spectrum of the curvature 
perturbations:


• All higher-order correlation functions are vanishing

Bispectrum:


Trispectrum:


Non-Gaussian initial conditions are 
characterized by an infinite set of functions: 

                                                     


                                         , etc ...

h��k1
��k2

i = �D(⇥k1+⇥k2)P�(k1)

h��k1
��k2

��k3
��k4

i = �D(⇥k1+ ...+⇥k4)T�(⇥k1,⇥k2,⇥k3,⇥k4) = 0

h��k1
��k2

��k3
i = �D(⇥k1+⇥k2+⇥k3)B�(k1, k2, k3) = 0

B�(k1, k2, k3) 6= 0

T�(�k1,�k2,�k3,�k4) 6= 0



The shapes of non-Gaussianity

Most inflationary models predict a scale-invariant curvature bispectrum

B�(k, k, k) ⇠ P 2
�(k) ⇠

1

k6

What distinguish them is the shape

 “shape” =  the dependence of the curvature bispectrum predicted 
by a given model of inflation on the shape of the triangular 
configuration k1, k2, k3

B�(k1, k2, k3) = fNL
1

k21k
2
2k

2
3

F

✓
r2 =

k2
k1

, r3 =
k3
k1

◆



Models of primordial non-Gaussianity
id est, 

courtesy of G. D’Amico

Multiple fields



Matter Power Spectrum & Bispectrum

Linear power 
spectrum

Gravity-induced 
contributions


(depending on P0 alone)

P = P0 + P loop
G [P0] + P loop

NG [P0, B0]

B = B0 +Btree
G [P0] +Bloop

G [P0] +Bloop
NG [P0, B0]

Primordial 
component

Additional gravity-induced contributions 
present only for NG initial conditions (B0)

matter power spectrum

& bispectrum

In Perturbation Theory ...



The matter bispectrum and PNG
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k @hMpc-1D

BHk
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Gravity
Initial, fNL = 100
Gravity + Initial

At large scales I can approximate the matter bispectrum with the tree-level expression on PT:

B(k1, k2, k3) ' B0 +Btree
G [P0]

Primordial 
component

Gravity-induced 
component

Equilateral configurations 

of the matter bispectrum

B0(k, k, k)

Btree
G (k, k, k)

k!0⇠ fNL

D(z)k2

The primordial component has a 
different dependence on scale 
than the gravity-induced one! 


It is relevant at large scales 

and early times

This is true for almost all models (local, 
equilateral, orthogonal ...)



The matter bispectrum and PNG
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Gravity
Initial, fNL = 100
Gravity + Initial

At large scales I can approximate the matter bispectrum with the tree-level expression on PT:

B(k1, k2, k3) ' B0 +Btree
G [P0]

Primordial 
component

Gravity-induced 
component

Reduced bispectrum as a function of 
the angle between two wavenumbers

Primordial component for 
local non-Gaussianity:

large contribution in the 
squeezed limit!

The primordial component has 
a different dependence on the 
shape of the triangular 
configurations


and it is specific to the non-Gaussian 
model (local, equilateral, orthogonal ...)

k1 = 0.01hMpc�1, k2 = 1.5 k1



The matter bispectrum and PNG
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The matter bispectrum can distinguish 
different non-Gaussian models



The matter bispectrum and PNG

Linear power 
spectrum

Gravity-induced 
contributions


(depending on P0 alone)

P = P0 + P loop
G [P0] + P loop

NG [P0, B0]

B = B0 +Btree
G [P0] +Bloop

G [P0] +Bloop
NG [P0, B0]

Primordial 
component

Additional gravity-induced contributions 
present only for NG initial conditions (B0)

matter power spectrum

& bispectrum

Nonlinear corrections are also 
affected by the initial conditions! 

In Perturbation Theory ...



P!! and the halo-matter cross spectrum Ph! ¼ h!"
h!i. We

have used the cross spectrum rather than the halo auto
spectrum because the former should be less sensitive to
shot noise from the small number of halos compared to
dark matter particles. We have checked, however, that

using the halo auto spectra to compute bias gives consistent
results as the cross spectra; i.e. we find no evidence for
stochasticity. Examples of the various power spectra and
resulting bias factors are plotted in Fig. 7.
As can be seen, we numerically confirm the form of the

predicted scale dependence. Because we focus on the
statistics of rare objects, the errors on bias from individual
simulations plotted in Fig. 8 are large. We therefore at-
tempt to improve the statistics on the comparison by com-
bining the bias measurements from multiple simulations.
Figure 8 plots the average ratio between the bias measured
in our simulations and our analytic prediction, Eq. (9),
using !c ¼ 1:686 as predicted from the spherical collapse
model [78]. In computing the average plotted in this figure,
we used a uniform weighting across the different simula-
tions, redshifts, and mass bins. Alternative weightings can
shift the results by #10%, so we conservatively estimate
the systematic error in our comparison to be 20%. The
agreement between our numerical simulation results and
our predicted bias scale dependence, Eq. (9), is excellent
and perhaps surprising. Naively, we might expect a some-
what larger collapse threshold !c to apply, considering the
ellipsoidal rather than spherical nature of the collapse of
halos in this mass range [70].

VI. COSMOLOGICAL CONSEQUENCES

Having derived fitting formulas for the abundance and
clustering of halos in NG models, we now investigate how
well upcoming surveys may constrain fNL, and whether
NG could possibly affect the constraints derived on other
cosmological parameters. We focus on galaxy cluster sur-
veys and redshift surveys. Cluster surveys aim to constrain
cosmological parameters, in particular dark energy pa-
rameters, by exploiting the exponential sensitivity of the
galaxy cluster abundance on cosmology. Similarly, a major
goal for upcoming redshift surveys is to constrain dark
energy by localizing baryonic acoustic oscillation (BAO)
features in the galaxy power spectrum at multiple redshifts.
Examples of upcoming surveys include the Atacama
Cosmology Telescope,4 South Pole Telescope,5 Dark
Energy Survey,6 WiggleZ,7 Planck,8 SuperNova/
Acceleration Probe,9 and the Large Synoptic Survey
Telescope.10

Because primordial non-Gaussianity affects both the
abundance and power spectra of massive halos, both of
these types of surveys will be well suited for constraining
NG. On the other hand, potential NG could, in principle,

FIG. 8 (color online). Ratio of the bias shift !b measured
from our simulations to that predicted by Eq. (9), using !c ¼
1:686. Biases were computed from cross spectra measured on 28
simulations with 5 various fNL ð%500;%100; 100; 500Þ, 3
various redshifts (z ¼ 0, 0.5, 1), and 5 halo mass bins. Note
that at higher k, nonlinear evolution also generates scale
dependence in the bias [80].

FIG. 7 (color online). Cross-power spectra for various fNL.
The upper panel displays Ph!ðkÞ, measured in our simulations at
z ¼ 1 for halos of mass 1:6' 1013M( <M< 3:2' 1013M(.
The solid line corresponds to the theoretical prediction for P!!

with a fitted bias b0 ¼ 3:25. We see a strongly scale-dependent
correction to the bias for fNL ! 0, increasing towards small k
(large scales). The bottom panel displays the ratio
bðk; fNLÞ=bðk; fNL ¼ 0Þ. The errors are computed from the
scatter amongst our simulations and within the bins. Triangles
correspond to our large (10243 particle) simulations whereas
diamonds correspond to our smaller (5123 particle) simulations.
The dotted lines correspond to our expression for the bias
dependence on fNL defined in Eq. (9).

4http://wwwphy.princeton.edu/act/
5http://spt.uchicago.edu
6http://www.darkenergysurvey.org
7http://astronomy.swin.edu.au/wigglez/WiggleZ/

Welcome.html
8http://www.rssd.esa.int/Planck
9http://snap.lbl.gov

10http://www.lsst.org
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Dalal et al. (2008):

The bias of galaxies receives a significant scale-dependent 
correction for NG initial conditions of the local type

Dalal et al. (2008)

Measurements of the power spectrum of 
dark matter halos in N-body simulation 
with local NG initial conditions

“Gaussian” 
bias

Scale-dependent correction 
due to local non-Gaussianity

Large effect on large scales!

Pg(k) = [b1 +�b1(fNL, k)]
2 P (k)

�b1,NG(fNL, k) ⇠
fNL

D(z) k2

Galaxy Bias with Local Non-Gaussian Initial Conditions



Dalal et al. (2008):

The bias of galaxies receives a significant scale-dependent 
correction for NG initial conditions of the local type

“Gaussian” 
bias

Scale-dependent correction 
due to local non-Gaussianity

Local non-Gaussianity 
introduces a correlation between 
large-scale fluctuations and the 
small-scales responsible for the 
formation (collapse) of dark matter 
halos (and therefore, galaxies) 

6

FIG. 3: The ratio of the elliptical to spherical collapse thresh-
olds, as a function of the scale-independent gaussian linear
bias. The scale-dependent non-gaussian bias is enhanced by
this factor (Eq. 33).

Here b∞(M) = b(M ; fNL = 0) + O
(

fNLε
ag

)

is the k →
∞ limit of the linear bias. For reasonable values of (con-
stant) fNL < 100, similar to σ̄(M), this would only lead
to percent level corrections to the gaussian bias, which we
can safely ignore and assume b∞(M) # b(M ; fNL = 0).
With this assumption, the ratio of the elliptical to spher-
ical collapse threshold, δec(M)/δsc, (again ignoring fNL)
can also be described as a function of b∞ by combining
Eqs. (13), (27), and (32). This is plotted in Fig. (3), and
can be used to estimate the non-gaussian scale-dependent
bias (second term in Eq. 33) as a function of the small-
scale (or gaussian) linear bias.

Fig. (4) shows the scale-dependent part of linear bias
(the second term in Eq. 33) as a function of k for b∞ =
1.5, 3 and fNL = 100, which is compared to the Dalal et
al. derivation [1]. For small k’s (k < keq), both biases
scale as k−2, although our prediction is slightly higher by
the elliptical to spherical collapse ratio (Fig. (3)). How-
ever, for k >∼ keq the non-gaussian scale-dependent bias
factor is further enhanced by the inverse of the transfer
function, which was missing in [1] (and was also recently
pointed out by [2]).

The unique aspect of this non-gaussian correction to
the galaxy bias is that, rather than going to a constant on
large scales, it blows up as k → 0. This is due to the fact
that, on large scales, δ̃mG is dominated by the ΦpG term
(see Eq. 15), and thus, the galaxy distribution follows the
primordial curvature perturbations rather than the mat-
ter density. An easy way to understand this phenomenon
is illustrated in Fig. (5), which shows how modulation

FIG. 4: The scale-dependent part of bias b − b∞ divided by
b∞ − 1, for fNL = 100 and z = 0. The scale-independent
part of bias, b∞ = 1.5 and 3 for solid and dotted curves. The
dashed line is Dalal et al.’s derivation [1].

FIG. 5: This figure illustrates the contrast between the gaus-
sian and non-gaussian halo/galaxy bias. The two plots show
cartoon versions of linear density vs. spatial position. The
white shaded areas indicate collapse regions. For gaussian
initial conditions, different Fourier modes are uncorrelated,
and so long wavelength modes (thin black curve) only change
the background local mean value of small scale modes (thin
white curves), which in turn changes the number of density
peaks that cross the collapse threshold (thick white line) and
form haloes. However, for non-gaussian initial condition, the
long wavelength modes can also modulate the amplitude of
small scale modes, which causes an additional modulation of
collapsed halo density.

Afshordi & Tolley (2008)

Pg(k) = [b1 +�b1(fNL, k)]
2 P (k) Introduction

PNG and the Matter Bispectrum
PNG and the Galaxy Bispectrum

Future Perspectives

Motivations
Models of Primordial non-Gaussianity

A local model for primordial non-Gaussianity

Non-Gaussian correction to the curvature perturbations:

�(x) = ⇥(x) + f loc.
NL

h
⇥2(x)� ⌅⇥2(x)⇧

i
| ⇥ Gaussian field

[Salopek & Bond (1990); Gangui et al. (1994); Verde et al. (2000); Komatsu & Spergel (2001)]

⇤ B�(k1, k2, k3) = 2f loc.
NL [P�(k1)P�(k1) + P�(k1)P�(k3) + P�(k2)P�(k3)]

k1

k2

k3

Large values for squeezed triangular configurations
Represents inflationary models where perturbations
are generated outside the horizon
Curvaton,
Multiple-field inflation,
Inhomogeneous reheating ...

Canonical, single-field inflation predicts fNL ⇥ 10�3, a level of NG of fNL⇥ ⇥ 10�8!

Current CMB limits: �4 < f loc.
NL < 80 (2��) [Smith, Senatore & Zaldarriga (2009), WMAP5]

Emiliano Sefusatti Primordial non-Gaussianity in the LSS

Galaxy Bias with Local Non-Gaussian Initial Conditions



Galaxy Bias with Local Non-Gaussian Initial Conditions

Second, LPNG modulates the correlation between the
long and short modes, which ultimately alters the proba-
bility of galaxy formation (inducing scale-dependent bias
[14,15]). In order to reproduce this effect in the perturbative
galaxy bias expansion, one needs to include new operators
with the appropriate bias coefficients analogous to the
Gaussian case (7). At linear order in fNLΔϕ and cubic order
in δð1Þ these operators are given by

δLPNGg ðxÞ¼bϕfNLϕðqÞþbϕδfNLϕðqÞδðxÞ
þbϕδ2fNLϕðqÞδ2ðxÞþbϕG2

fNLϕðqÞG2ðxÞ: ð13Þ

Note that this expansion is valid only for LPNG. For
nonlocal primordial non-Gaussianity the squeezed bispec-
trum is typically proportional to derivatives of ϕ, and hence
ϕ in the above expansion must be replaced by appropriate
higher derivative operators like ∂2ϕ [61]. These operators
appear to be higher order and hence their effect can be
neglected at the one-loop order in the EFT of LSS [50].
In contrast to Eq. (7), here we have made the argument of

all relevant fields explicit. More precisely, the Bardeen
potential appearing on the right-hand side is evaluated at
the Lagrangian position q corresponding to the Eulerian
position x [23,58,59]. In order to evaluate all fields at the
Eulerian coordinates we need to Taylor expand the pri-
mordial gravitational potential. If we want to keep all terms
up to cubic order we can write

ϕðqÞ ¼ ϕðx −ψðqÞÞ ¼ ϕðx −ψðx −ψðxÞÞÞ: ð14Þ

Expanding perturbatively in the displacement fieldψwe get

ϕðqÞ ¼ ϕ − ψ i∂iϕþ ψkð∂kψ iÞ∂iϕþ 1

2
ψ iψ j∂i∂jϕ; ð15Þ

where the fields on the right-hand side are all evaluated at
the Eulerian position x, and we emphasize that the
displacement ψ contains both the linear and the second-
order contribution. We keep terms up to cubic order in the
expansion (15) since they are needed for the consistent

calculation of the one-loop power spectrum. Before we
move on, let us comment on the omission of higher
derivative terms of the form ∂2qϕðqÞ in (13). These
corrections can be straightforwardly included, see e.g.,
[58], but for realistic values of fNL they are always
suppressed compared to the two-loop Gaussian contribu-
tions that we neglect here. Therefore, we neglect the higher
derivative LPNG terms in what follows.
Let us now shift our attention to redshift-space. In this

case LPNG generates additional counterterms in δg involv-
ing the matter velocity field v. However, as we have just
discussed, these terms can be neglected in our analysis
because they have the same order of magnitude as the
higher derivative LPNG operators. Hence, it is enough to
use (8) to map the rest-frame galaxy overdensity in
presence of LPNG to redshift-space.
All in all, the Taylor expansion of δNL though δð1Þ in the

presence of LPNGwill take a form identical to Eq. (10), but
with the new kernels Ztot

n ¼ Zn þ ZNG
n (n ¼ 1, 2, 3), where

ZNG
n are the additional PNG kernel contributions. The linear

kernel is given by

ZNG
1 ðkÞ ¼ bϕfNL; ð16Þ

with the second kernel taking the form

ZNG
2 ðp1;p2Þ ¼ bϕfNL

p1 · p2

2p1p2

!
p2

p1

1

Mðp2Þ
þ p1

p2

1

Mðp1Þ

"

þ bϕfNL
fμk
2

!
μ1
p1

1

Mðp2Þ
þ μ2
p2

1

Mðp1Þ

"

þ bϕδfNL
1

2

!
1

Mðp1Þ
þ 1

Mðp2Þ

"
; ð17Þ

where we have introduced

μi ¼ ẑ · p̂i; μij ¼ ẑ · ðpi þ pjÞ=jpi þ pjj: ð18Þ

For the cubic fields we find

ZNG
3 ðp1;p2;p3Þ ¼ bϕfNL

!
−

1

14
G2ðp1;p2Þ

ðp1 þ p2Þ · p3

jp1 þ p2j2
1

Mðp3Þ
þ 2 perms

"
þ bϕfNL

!
1

6

p1 · p2

p2
1p

2
2

p2 · p3

Mðp3Þ
þ 5 perms

"

þ bϕfNL

!
1

6

p1 · p3

p2
1p

2
2

p2 · p3

Mðp3Þ
þ 2 perms

"
þ bϕfNLfμp123

!
1

3
G2ðp1;p2Þ

μ12
jp1 þ p2j

1

Mðp3Þ
þ 2 perms

"

þ bϕfNLðfμp123Þ2
!
1

6

μ1μ2
p1p2

1

Mðp3Þ
þ 2 perms

"
: ð19Þ

Note that bϕδ2 and bϕG2
do not appear in ZNG

3 : the reason for
this is that they are removed after renormalization of b1 and
bϕ. Moreover, the contributions from bϕδ where either ϕ or
δ are expanded at second order in perturbations are also

absorbed by renormalization of these two parameters, was
first proved in Ref. [23] in the context of the real space
perturbation theory. Finally, let us note that compared to the
analysis of [30], we include the cubic non-Gaussian kernel
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will argue shortly, these terms turn out to be irrelevant for
our analysis.
Before closing this section, we also note that we

have implemented IR resummation for all the LPNG
terms entering the power spectra and bispectra models,
following the formalism of time-sliced perturbation theory
[38,44,63,64]. After implementing both IR resummation
and the Alcock-Pazcynski projection effects [65] in our
models for the tree-level bispectrum and the one-loop
power spectra, we numerically compute the Legendre
multipoles of the power spectrum and the bispectrum
monopole, allowing for robust comparison to data.

E. Behavior in a scaling universe

Let us estimate the relative importance of the different
fNL contributions. This can be done using the scaling
universe approach [58,66]. It is based on the fact that the
linear power spectrum in our Universe can be well
approximated by a power law: P11 ∝ ðk=kNLÞnk−3NL with
n ≈ −1.5 for quasilinear wave numbers k ≃ 0.1 hMpc−1.
We also introduced the nonlinear scale kNL ¼ 0.5 hMpc−1

at z ¼ 0.5.
We choose to focus on this particular range for the

following reason. Given that the leading LPNG contribu-
tion is a linear scale-dependent bias enhanced on large
scales, and the LPNG loop corrections dominate the usual
Gaussian loops at low-k, large scales should be crucial for
our analysis. The relative contributions of these terms
diminish compared to the Gaussian loops at small scales,
but the error bars also get smaller. This suggests that the
relative importance of the LPNG corrections should be
maximal at some intermediate wave number scale, which
we choose we to be kref ¼ 0.1 hMpc−1, roughly in the
center of the wave number range that we use in the data
analysis. In what follows, all estimates will be presented
for k ¼ kref.

Assuming that there is a single nonlinear scale in the
problem, the estimates for the total dimensionless galaxy
power spectrumΔ2ðkÞ≡ k3PðkÞ for purely Gaussian initial
conditions give

Δ2ðkÞ¼
!

k
kNL

"
1.5

|fflfflfflfflffl{zfflfflfflfflffl}
Ptree

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
P1-loop

þ
!

k
kNL

"
3.5

|fflfflfflfflffl{zfflfflfflfflffl}
ctr

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
stoch

: ð37Þ

Recalling that the Bardeen potential has a nearly scale-
invariant spectrum, we get the following expressions for the
LPNG terms:

Δ2
NGðkÞ ¼ fNLΔϕ

!
k
kNL

"
0.75

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG;fNL
tree-level

þ ðfNLΔϕÞ2|fflfflfflfflfflffl{zfflfflfflfflfflffl}
P
NG;f2

NL
tree-level

þ fNLΔϕ

!
k
kNL

"
2.25

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG
1-loop

: ð38Þ

Evaluating these corrections at the reference scale
kref ¼ 0.1 hMpc−1, we get

Δ2
Ptree

≃0.089; Δ2
P1-loop

¼Δ2
Pstoch

≃8×10−3;

Δ2
Pctr

≃3.6×10−3; Δ2

PNG;fNL
tree-level

≃1.1×10−2×
fNL
300

;

Δ2

P
NG;f2

NL
tree-level

≃1.3×10−3×
!
fNL
300

"
2

; Δ2
PNG
1-loop

≃9.6×10−4×
fNL
300

:

ð39Þ

As expected, we see that the scale-dependent bias con-
tribution PLPNG

tree-level always dominates over PLPNG
1-loop, and it is

FIG. 1. Left panel: “Gaussian” one-loop contributions to the power spectrum monopole at z ¼ 0.61 compared with linear theory. We
take b1 ¼ 1, and the different curves have the corresponding bias parameters set to unity. Right panel: PNG contributions to the power
spectrum monopole at z ¼ 0.61 compared with linear theory. We take fNL ¼ 100 and b1 ¼ 1. The gray curve shows the scale-dependent
bias contribution for bϕ ¼ 1. The remaining curves show the different contributions (P12 and PfNL

22 þ PfNL
13 ) to PNG

1-loop for unit values of
the corresponding bias parameters.
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The bias expansions receives several additional contributions (with new parameters)

We now have many new corrections to the 
power spectrum, at the linear and loop level

from Cabass et al. (2022)
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Figure 7: The posterior distribution of the model parameters for mass-bin I of NG250L at z = 1,
from the halo power spectrum (blue), bispectrum (green), and the joint statistics (red). The dotted line
indicate the input value of fNL, the values of b1 and b� measured from the cross halo-matter power spectra
of G85L and NG250L data. Note that the line showing the value of b1 does not account for additional
scale-independent corrections dependent on fNL. These are expected to be negative, in agreement with
discrepancy shown by the contours (see text).
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