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untangling the galaxy-halo connection 
with machine learning and galaxy clustering
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How can we generate large galaxy catalogs that vary in cosmology and 
astrophysics, to better study the galaxy-halo connection?
Start with dark matter & cosmology, then choose how to make galaxies…

Empirical models 
of galaxy formation

Most 
analytical

Semi-analytic models ⬇

Hydrodynamic 
simulations

Most 
realistic

Most 
expensive

Least 
expensive

⬇

Volume vs. Resolution vs. Sophistication 2



How can we generate large galaxy catalogs that vary in cosmology and 
astrophysics, to better study the galaxy-halo connection?
Start with dark matter & cosmology, then choose…

Empirical models 
of galaxy formation

Most 
analytical

● Parametrize relationship between halos & galaxies, fine tune 
with observations, very fast to run at large scales

● Halo Occupation Distribution & subhalo abundance matching: 
how are galaxies distributed within a given dark matter halo? 

● e.g. GalaxyNet (Moster et al. 2020), uses machine learning 

Semi-analytic models ⬇
● Built on merger trees of dark matter halos (theoretical for fastest, or 

from N-body simulations for spatial information)
● Gas accretion ~ dark matter accretion
● Recipes model baryonic processes & feedback: like a “flow model”

Hydrodynamic 
simulations

Most 
realistic

● Explicitly solve equations of gravity, (magneto)hydrodynamics, and 
thermodynamics for dark matter, gas, stars, black holes particles

● Star & black hole formation & feedback must use subgrid recipes, still 
fundamentally not well understood

Most 
expensive

Least 
expensive

⬇

Volume vs. Resolution vs. Sophistication 3



How can we generate large galaxy catalogs that vary in cosmology and 
astrophysics, to better study the galaxy-halo connection?
Start with dark matter & cosmology, then choose…

Empirical models 
of galaxy formation

Most 
analytical

● Parametrize relationship between halos & galaxies, fine tune 
with observations, very fast to run at large scales

● Halo Occupation Distribution & subhalo abundance matching: 
how are galaxies distributed within a given dark matter halo? 

● e.g. GalaxyNet (Moster et al. 2020), uses machine learning 

Semi-analytic models ⬇
● Built on merger trees of dark matter halos (theoretical for fastest, or 

from N-body simulations for spatial information)
● Gas accretion ~ dark matter accretion
● Recipes model baryonic processes & feedback: like a “flow model”

Hydrodynamic 
simulations

Most 
realistic

● Explicitly solve equations of gravity, (magneto)hydrodynamics, and 
thermodynamics for dark matter, gas, stars, black holes particles

● Star & black hole formation & feedback must use subgrid recipes, still  
sfundamentally not well understood

Most 
expensive

Least 
expensive

⬇

Volume vs. Resolution vs. Sophistication

What if you want to study the 

dependence on cosmology? 

Or on your prescription for 

galaxy physics?  
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Each hydro- suite has…
● 1,000 simulations EACH across a latin hypercube (LH) of Ωm , σ8 , 2 supernova, & 2 AGN feedback parameters
● Dozens of one-parameter (1P) simulations, varying astrophysical parameters one at a time
● Dozens of Cosmic variance (CV) simulations varying only the random seed
● BONUS: 1024 “SB” simulations of TNG over all 20+ astro parameters! 
● On the way: Enzo, Magneticum, Ramses, & SWIFT-Eagle suites!

The 
core project

THIS, and more, is PUBLIC!!!

camels.readthedocs.io 

Volumes of (25 h-1 cMpc)3 with 2563 dark matter + 2563 gas particles
IllustrisTNG suite

SIMBA suite

N-body only 
partners for each!

Astrid suite
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CAMELS Multifield Dataset
https://camels-multifield-dataset.readthedocs.io

● Hundreds of thousands of 

labeled 2D maps and 3D grids

● Several redshifts: 0, 0.5, 1, 1.5, 2

● Three different resolutions

● 13 different fields:
○ Gas density
○ Gas temperature
○ Gas metallicity
○ Gas pressure
○ Neutral hydrogen density
○ Electron number density
○ Dark matter density
○ Total matter density
○ Stellar mass density
○ Gas velocity
○ Dark matter velocity
○ Magnetic fields
○ Mg/Fe

● All data publicly available (70 Tb) 

● The MNIST of cosmology

Villaescusa-Navarro et al. 2021c (2109.10915)

https://camels-multifield-dataset.readthedocs.io/


CAMELS projects on ADS, part 1
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CAMELS projects on ADS, part 2
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In prep: Megan Tillman et al. : AGN feedback effects on the low-z Lyman-α forest, and the interplay 
between AGN and stellar feedback (mtt74@rutgers.edu)



How can we generate large galaxy catalogs that vary in cosmology and 
astrophysics, to better study the galaxy-halo connection?

Empirical models 
of galaxy formation

Most 
analytical

Semi-analytic models ⬇

Hydrodynamic 
simulations

Most 
realistic

Most 
expensive
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expensive
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Core CAMELS – small 
volumes, moderate 
resolution, highly 
sophisticated & varied

CAMELS-SAM – 
moderate volumes, 
resolution, and 
sophistication… but 
flexible and 
physics-based! e.g. SIMBIG (Hahn et al. 

2023) : giant low-res 
Quijote N-body volumes 
+ decorated HOD



Robust field level inference of cosmological parameters with dark 
matter halos

Helen Shao
Princeton University

hshao@princeton.edu 
● Halo field → graph → GNN → Ωm & σ8 
● Train: Gadget N-Body halos 
● Test: 5 N-Body codes + hydrodynamic 

codes of 4 different subgrid physics 
models

● Robust when using halo velocities & 
positions

mailto:hshao@princeton.edu


Robust field-level likelihood-free inference with galaxiesNatalí de Santi

Flatiron Institute
University of São Paulo

natalidesanti@gmail.com

Dataset: Galaxies from Astrid
Machine Learning Method: 

Graph Neural Networks
Objective: 𝛀m inference

● Information came from 
galaxy positions and 
velocities;

● The broader variation in 
Astrid allowed a robust 
model across 5 different 
sub-grid physics sets;

● First steps to apply this 
machinery on real data.arXiv: 2302.14101

https://arxiv.org/pdf/2302.14101.pdf


A universal equation to 
predict Ω

m
 from halo and 

galaxy catalogues

Helen Shao
Princeton University
hshao@princeton.edu 

Gadget Halo 
Catalogues

Graph Neural 
Network

Symbolic 
Regression

Halo Graphs

● Using velocity 
modulus and 
3D-positions

● Train on Gadget 
N-body halos → test 
on halos & galaxies 
from:
○ 6 hydrodynamical 

suites
○ 6 N-body suites

https://arxiv.org/abs/2302.14591 

mailto:hshao@princeton.edu
https://arxiv.org/abs/2302.14591


SAM

New large-volume simulation ‘hump’ of CAMELS project
● 1000+ N-body simulations: (100 h-1 Mpc)3 large ; N=6403 

particles of ~1-6 x 108 h-1 Msol ; 100 snapshots between 
0<z<27

● Cosmological parameter space: Ωm (fraction of energy density 
in DM+baryons) & σ8  (~amplitude of density fluctuations)

● Run each through the Santa Cruz Semi-Analytic Model:
“ASN”: mass outflow + reheating rates of cold gas due to SNe + stars
“AAGN”: AGN feedback, how much mass ejected in radio jets?

Perez+2023 (in press) |  arXiv:2204.02408 
camels-sam.readthedocs.io

LH_643: Ωm = 0.131 ; σ8 = 0.986

Lucia A. Perez (Princeton & CCA)
Shy Genel, Paco Villaescusa-Navarro, 
Rachel Somerville, Daniel 
Angles-Alcazar, Austen Gabrielpillai
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https://ui.adsabs.harvard.edu/link_gateway/2022arXiv220402408P/arXiv:2204.02408
https://docs.google.com/file/d/19T-gcCxgdNQpcxP6VhdY0RFPToqxi8M_/preview


The Santa Cruz Semi-Analytic Model for galaxy formation

ASN1x +ASN2

AAGN1
x

Somerville et al. (2008, 2015, 2021) + Porter et al. (2014) + Gabrielpillai et al. (2022)
Cool example: mocks for JWST and Roman by Yung et al. 2019-2022!

Typical to most SAMs are physically-motivated 
prescriptions for:
● How gas cools & accretes onto halos/galaxies
● How stars form from cooled gas in ISM
● How mass/metals return to the ISM

…using the information in halo merger trees!

Unique/notable in the SC-SAM:
● Multiphase partitioning & tracking of the ISM
● How supermassive black holes form and 

grow, ‘black hole feedback’
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⬆ mass outflow rate due to SN & massive stars
⬇ mass ejected by an AGN in radio jets



CAMELS-SAM public data | camels-sam.readthedocs.io

From 1000+ simulations with 100 snapshots between 20 < z < 0:
● ROCKSTAR halo catalogs
● ConsistentTrees merger trees
● Santa Cruz SAM galaxy catalogs
● Full snapshots are on tape–reach out if you really want them!

Data product flavors:
● 1000 LH simulations over Ωm, σ8 , ASN1 , ASN2 , AAGN
● 5 CV simulations: Ωm=0.3, σ8=0.8, default SC-SAM, unique random seeds
● 12 galaxy catalogs with fiducial cosmology, min/max SC-SAM parameters, 

for 2 unique random seeds
#643: Ωm = 0.131 ; σ8 = 0.986 Lucia A. Perez

Lucia A. Perez 

(Princeton & CCA)
Shy Genel, Paco Villaescusa-Navarro, 
Rachel Somerville, Daniel 
Angles-Alcazar, Austen Gabrielpillai

SAM
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Lucia Perez (postdoc @ Princeton & Flatiron Institute’s CCA)

Older draft – arXiv:2204.02408 ; final form in press

● Using clustering & neural networks, how much information 
about cosmology is lost when varying astrophysics?

● Can our neural networks marginalize over astrophysics to 
constrain cosmology with galaxy clustering?

SA
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Clustering of galaxies

Neural network

Predict cosmology?



Lucia Perez (postdoc @ Princeton & Flatiron Institute’s CCA)

Older draft – arXiv:2204.02408 ; final form in press
● Using clustering & neural networks, how much information 

about cosmology is lost when varying astrophysics? 
○ very little, and you learn something about astrophysics!

● Can our neural networks marginalize over astrophysics to 
constrain cosmology with galaxy clustering?
○ yes, and while learning about astrophysics!
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Clustering of galaxies

Neural network

Predict cosmology?



Don’t forget: 
the baryonic 
astrophysics of 
galaxies affects 
their large scale 
structure, too! 
e.g. red vs. blue 
galaxies

Why bother? Why only σ8 & ΩM?
Galaxy surveys constrain S8 = σ8(ΩM/0.3)0.5 
& find tension with CMB constraints for S8!
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Madhavacheril et al 2023



Learning the galaxy-halo connection? Classically… 
Clustering of a sample 

of galaxies

Underlying cosmology? 
Underlying astrophysics?

? ? 

Clustering of a sample 
of galaxies

Theory! 
e.g. bias models, 
halo occupation

Underlying cosmology! 
An approximate model 

for astrophysics?

Hard beyond linear 
large scales!

Limited connection to 

astrophysics

SAM

Summary statistics to 

good start–full galaxy info 

HARD to learn, CAMELS is 

innovating a lot there!
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Learning the galaxy-halo connection?
Clustering of a sample 

of galaxies

Underlying cosmology? 
Underlying astrophysics?

? ? 

Clustering of a sample 
of galaxies

Theory! 
e.g. bias models, 
halo occupation

Underlying cosmology! 
An approximate model 

for astrophysics?

Clustering of a sample 
of galaxies

Neural 
network!

Underlying cosmology? 
Input astrophysics?

Predictions only as good as training! Interpretability?

Big 
CAMELS-SAM 

suite

Theory of 
clustering & 

statistics

SAM
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Thoughts as we went into this clustering proof-of-concept…
● Will SAM galaxies’ clustering actually carry information about the 

astrophysics that the NN will pick up?
● How well will the neural networks marginalize over astrophysics? 
● How well will the galaxy clustering do vs. dark matter clustering?
● How will the different clustering statistics do?

SAM
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Galaxy clustering as Lucia does it:
Two-point correlation function

● Fourier Transform of power spectrum, common in observations
● Compare galaxies to a random distribution; pair counts
● Brief summary statistic: 1 R gives 1 ξ value

Count-in-cells
● Drop test spheres of a given size
● How many galaxies are in each test spheres?
● Volume averaged measurements
● Contains all higher order correlations!
● Computationally expensive + dense: 1 R can give 100’s of points

Void Probability Function
● Only empty test spheres–very cheap to calculate
● Influenced by higher order correlations
● Brief summary statistic: 1 R gives 1 VPF value
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How much information about cosmology is lost when varying astrophysics? 
Some, but sufficiently varying over astrophysics gets most of it back

ONLY cosmology varies–SC-SAM kept to values fitting z=0 observations 23



How much information about cosmology is lost when varying astrophysics? 
Some, but sufficiently varying over astrophysics gets most of it back

Also vary SC-SAM alongside cosmology — clustering looks different, can the NN learn? 24



Neural network setup & 
assessing its results:

Clustering values for a set of 
galaxies, labeled w/ parameters
All clustering of 5000 randomly sampled 
SAM galaxies with stellar mass > 109 h-1 

Msolar

Neural network

750/150/150 split 
training/validation/test

Predictions for 
the 5 input 
parameters!

Parameter regression + likelihood-free inference
Moment networks, Jeffrey & Wandelt 2020: predict mean and standard deviation 

of marginal posterior. Great for cases with strong & weak parameters! 

Clustering!

SAM 25



SANITY CHECK & why we have to care about astrophysics
→ Train a neural network on DMO clustering, give it stellar mass clustering?
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How much information about cosmology is lost when varying astrophysics? 
Some, but sufficiently varying over astrophysics gets most of it back

Clustering values for a 
set of galaxies

All clustering of 5000 randomly 
sampled SAM galaxies with 
stellar mass > 109 h-1 Msolar

Neural network

750/150/150 split 
training/validation/test

Predictions for  
the 5 input 
parameters!

Parameter & 
constraints  

likelihood-free 
inference / rMSE

Train & Test on dark 
matter only 
clustering (similar 
scale of mass cut)

Train & Test on 
galaxy catalogs with 
the same fiducial 
SC-SAM

Train & Test on 
galaxy catalogs that 
also varied SC-SAM 
parameters

Ωm
0.014 → 4.7%
0.014 → 4.7%

0.014 → 4.7%
0.016 → 5.3%

0.014 → 4.7%
0.02  →  6.7%

σ8 
0.024 → 3%
0.032 → 4%

0.018 → 2.25%
0.028 → 3.5%

0.021 → 2.6%
0.038 → 4.75%

27



● Well-trained NNs with 
good architecture find 
nearly all information!

● Using a single model of 
galaxy physics reinforces 
cosmological information

● Not including astrophysics 
may be giving you overly 
optimistic constraints!

Can we marginalize over astrophysics to constrain cosmology with galaxy clustering?     YES!
28

Parameter & 
constraints  

likelihood-free 
inference / rMSE

Train & Test on 
dark matter only 
clustering (similar 
scale of mass cut)

Train & Test on 
galaxy catalogs 
with the same 
fiducial SC-SAM

Train & Test on 
galaxy catalogs 
that also varied 
SC-SAM 
parameters

Ωm
0.014 → 4.7%
0.014 → 4.7%

0.014 → 4.7%
0.016 → 5.3%

0.014 → 4.7%
0.02  →  6.7%

σ8 
0.024 → 3%
0.032 → 4%

0.018 → 2.25%
0.028 → 3.5%

0.021 → 2.6%
0.038 → 4.75%

How much information about cosmology is lost when varying astrophysics? 
Some, but sufficiently varying over astrophysics gets most of it back



Basics of assessing neural network results:
Clustering values for a 

set of galaxies
All clustering of 5000 randomly 

sampled SAM galaxies with 
stellar mass > 109 h-1 Msolar

Neural network

750/150/150 split 
training/validation/test

Predictions for 
the 5 input 
parameters!

Parameter regression + likelihood-free inference

Clustering!

SAM 29



Can we marginalize over astrophysics to constrain cosmology with galaxy clustering?     
YES! And, we can learn a little bit about the astrophysics itself!

Parameter & 
constraints  

likelihood-free 
inference / rMSE

Train & Test on 
dark matter only 
clustering (similar 
scale of mass cut)

Train & Test on 
galaxy catalogs 
with the same 
fiducial SC-SAM

Train & Test on 
galaxy catalogs 
that also varied 
SC-SAM 
parameters

Ωm
0.014 → 4.7%
0.014 → 4.7%

0.014 → 4.7%
0.016 → 5.3%

0.014 → 4.7%
0.02  →  6.7%

σ8 
0.024 → 3%
0.032 → 4%

0.018 → 2.25%
0.028 → 3.5%

0.021 → 2.6%
0.038 → 4.75%

ASN N/A N/A 40% on ASN1 
30% on ASN2

● Well-trained NNs with 
good architecture find all 
the information!

● Using a single model of 
galaxy physics reinforces 
cosmological information

● Not including astrophysics 
likely gives you overly 
optimistic constraints!

Best of both worlds: get 
cosmology and some astro!!!
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SAM

Is this approach better to use than the ‘traditional’ method of constraining 
cosmology with galaxy clustering?
● Pros: 

○ Don’t have to identify a likelihood or create a covariance matrix/emulator for one cosmology
○ Probing non-linear scales & non-Gaussian statistics with more realistic galaxies

● Cons: 
○ There’s a reason observational cosmologists love their full posterior distributions
○ Constraints could be much better, and must be–how do we improve them?
○ Clustering is likely an unoptimized application of CAMELS-SAM

Reflecting on this 
proof-of-concept
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Key results from  Perez, Genel, et al. (2023):
● NNs can marginalize over astrophysics to constrain cosmology with clustering!
● Use more than two-point statistics to improve constraints–VPF and CiC!
● SAM galaxy clustering measures cosmology well, near DM constraints! 
● Using a SAM, clustering does sense astrophysics! >30% fractional error

CAMELS-SAM public data | camels-sam.readthedocs.io
1000+ simulations with 100 snapshots between 27 < z < 0:

● (100 h-1 Mpc)3 large ; N=6403 particles of ~1-6 x 108 h-1 Msol 
● ROCKSTAR halo catalogs
● ConsistentTrees merger trees
● Santa Cruz SAM galaxy catalogs      … all publicly available! More stuff on request

SAM Lucia A. Perez 
(postdoc @ Princeton & CCA)
lucia.perez@princeton.edu
Let’s collaborate 

and do cool science!
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