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ILI: Implicit Likelihood Inference

Thanks to Ben for the diagram !

Simulation summaries need 

to be informative !



Large Scale Structure Compression ?Cosmology: an Optimization Problem

Objective: constraints on cosmological parameters

Path: find statistic that captures the most relevant cosmological 
information 

Question: Can we learn this path by minimizing (or 
maximizing) the objective ?  



Fisher Information 101

tells us (on average) how informative some data 𝐝 is 
about a parameter 𝜃 of a distribution, ℒ 𝐝 𝜃 that 
models 𝐝
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of the log-likelihood, ln ℒ
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Gives us a lower bound for the (average) variance of a 
parameter estimate



Fisher information: tells us (on average) how 
informative some data 𝐝 is about a parameter 𝜃 of a 
distribution, ℒ 𝐝 𝜃 that models 𝐝

Example: draw n𝐝 independent datapoints from a normal distribution, 
𝒩(𝜇, 𝜎) . Then the likelihood is:
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Fisher information: tells us (on average) how 
informative some data 𝐝 is about a parameter 𝜃 of a 
distribution, ℒ 𝐝 𝜃 that models 𝐝

What if we can’t differentiate through our likelihood / statistic ?

For an arbitrary statistic Q:

𝐹%0 =
𝜕𝑄*
𝜕𝜃%

𝐶*+1'
𝜕𝑄+
𝜕𝜃0

where
𝜕𝑄*
𝜕𝜃%

≈
𝑄 𝜃%2 − 𝑄(𝜃%1)

𝜃2 − 𝜃1



Fisher information: tells us (on average) how 
informative some data 𝐝 is about a parameter 𝜃 of a 
distribution, ℒ 𝐝 𝜃 that models 𝐝

this is our objective !

SHRINK

SHRINK



Large Scale Structure Compression ?Cosmology: an Optimization Problem

Objective: constraints on cosmological parameters

Path: find statistic that captures the most relevant cosmological 
information  (using Information Maximising Neural Networks)

Question: Can we learn this path by minimizing (or maximizing) 
the objective ?  



Fisher information: tells us (on average) how 
informative some data 𝐝 is about a parameter 𝜃 of a 
distribution, ℒ 𝐝 𝜃 that models 𝐝

Cramér-Rao bound:
⟨ 𝜃! − 𝜃! 𝜃" − 𝜃" ⟩ ≥ 𝐅𝜶𝜷,𝟏

Gives us a lower bound for the (average) variance of a 
parameter estimate

optimize !



Information Maximising Neural 
Networks

Can we train a neural network to compress a universe simulation down to a couple of 
numbers ?

𝑓: 𝐝 ↦ 𝐱

𝐝 ∈ ℝ𝑵𝐩𝐢𝐱 𝐱 ∈ ℝ𝟐

𝐝ata 𝐬𝐮𝐦𝐦𝐚𝐫𝐢𝐞𝐬

↦𝜽 ∈ ℝ𝟐

See Alsing & Wandelt (2018) 
arXiv:1712.00012 for why 
summary space is taken to 
be the same dimension as 
parameter space

𝐩𝐚𝐫𝐚𝐦𝐬



Information Maximising Neural 
Networks

1) adopt a Gaussian likelihood form in summary space to compute our Fisher 
information:

−2 lnℒ 𝐱 𝐝 = 𝐱 − 𝝁H 𝜽
I
𝑪H,J(𝐱 − 𝝁H(𝜽))

mean and covariance of network outputs

Charnock et al (2018) arXiv:1802.03537



Information Maximising Neural 
Networks

1) adopt a Gaussian likelihood form to compute our Fisher information:

−2 lnℒ 𝐱 𝐝 = 𝐱 − 𝝁H 𝜽
I
𝑪H,J(𝐱 − 𝝁H(𝜽))

2) Compute IMNN Fisher:

F!" = tr[𝝁H,!I 𝐶H,J𝝁H,"]

3) train until Fisher information is maximised at a fiducial model

Charnock et al (2018) arXiv:1802.03537



Graphs 101

𝑮 = (𝑽, 𝑬, 𝒖)

A graph G is a tuple  of nodes 𝑽 = {𝐯𝐢} , edges, 𝑬 = {𝐞𝒌, 𝒔𝒌, 𝒓𝒌}, and global 
features

Each node and edge is a vector
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Graphs 101

Neural Networks also work on graphs !

Functions of edges and nodes can be learned with simple connected 
networks:

𝐞56 ← 𝜙7(e5 , 𝐮)

𝐯%6 ← 𝜙8 v% , e65 , 𝐮

𝐮6 ← 𝜙9(𝐯𝐢6, 𝐞𝐤6 , 𝐮)



Halo graph representation

Nodes: masses (positions)

Edges: distances and 
angles between halos

1. Take all halos with 𝑀 >
1.5×10';𝑀⊙ (roughly 100 
halos per simulation)

2. Connect all halos within a 
radius  𝑟=>??@=A

Halos assembled from Quijote simulation suite

how sensitive is the graph 

structure to cosmology ?



Graphs can be used in the IMNN scheme !

Makinen et al (2022) https://arxiv.org/abs/2207.05202

LIKELIHOOD



Graphs: super modular

Where is the information 
hiding ? 

Network a
utomatica

lly 

combines cl
ustering and 

mass in
formation !

Makinen et al (2022) https://arxiv.org/abs/2207.05202



TAKEAWAYS
• Cosmology is just an optimization problem ! 

IMNNs can help find useful statistics 
automatically

• Graph structure is very sensitive to cosmology 
and can be interrogated modularly

• Neural-learned summaries can be interpretable



Browser-based inference tutorial: https://bit.ly/cosmicGraphsColab

Blog: https://tlmakinen.github.io/blog/2022/09/12/cosmicgraphs

Github: https://github.com/tlmakinen/cosmicGraphs

Get the code !

https://bit.ly/cosmicGraphsColab
https://tlmakinen.github.io/blog/2022/09/12/cosmicgraphs
https://github.com/tlmakinen/


CREDITS: This presentation template was created by Slidesgo, including 
icons by Flaticon, and infographics & images by Freepik. 
Please keep this slide for attribution.

THANKS !
https://tlmakinen.github.io/

https://github.com/tlmakinen

@LucasMakinen

http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
https://tlmakinen.github.io/
https://github.com/tlmakinen


Graph Neural Networks

update each node based 

on connected nodes 

(message-passing)

𝐠𝐥𝐨𝐛𝐚𝐥
𝐬𝐮𝐦𝐦𝐚𝐫𝐢𝐞𝐬



Graphs: super modular

Where is the information hiding ? 

Makinen et al (2022) https://arxiv.org/abs/2207.05202



Invariant vs non-invariant graphs

30



Graphs: super modular Information plateaus to the same level 
across graphs / network architectures 

Makinen et al (2022) https://arxiv.org/abs/2207.05202



What’s being learned ?

32

adding mass pushes us 

towards the HALO MASS 

FUNCTION



What’s being learned ?

33

fixing catalogue length removes 

cardinality feature – network can 

no longer learn number or mass 

density !



Adding Noise

Makinen et al (2022) https://arxiv.org/abs/2207.05202

Forward-simulate noise and 

catalogue cuts !
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Next steps

Use catalogs for simulation-based inference

Makinen et al (2022) https://arxiv.org/abs/2207.05202

Network outputs can be used for 
density estimation for cosmological 
parameters


