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Abstract

We explore dynamics of cosmological models with a nonminimally coupled scalar field
evolving on a spatially flat Friedmann–Lemâıtre–Robertson–Walker background. We con-
sider cosmological models including the Hilbert–Einstein curvature term and the N degree
monomial of the scalar field nonminimally coupled to gravity. The potential of the scalar
field is the n degree monomial or polynomial. We describe several qualitatively different
types of dynamics depending on values of power indices N and n. We identify that three
main possible pictures correspond to n < N , N < n < 2N and n > 2N cases. Some special
features connected with the important cases of N = n (including the quadratic potential
with quadratic coupling) and n = 2N (which shares its asymptotics with the potential of
the Higgs-driven inflation) are described separately. A global qualitative analysis allows us
to cover the most interesting cases of small N and n by a limiting number of phase-space
diagrams. The influence of the cosmological constant to the global features of dynamics is
also studied.

1 Introduction

The assumption that General Relativity is the correct theory of gravity leads to the conclusion
that the observable data [1, 2, 3] give the strong support that there exists and currently domi-
nates a smoothly distributed, slowly varying cosmic fluid with negative pressure, so-called dark
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energy [4, 5]. The simplest way to describe the dark energy is to add the cosmological con-
stant to the Einstein–Hilbert action. Another popular variant is to consider models with scalar
fields [5, 6]. Models with scalar fields are very useful to describe the observable evolution of the
Universe as the dynamics of the spatially flat Friedmann–Lemâıtre–Robertson–Walker (FLRW)
background and cosmological perturbations. That is why scalar fields play an essential role in
modern cosmology.

The models with the Ricci scalar multiplied by a function of the scalar field are being in-
tensively studied in cosmology [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] (see
also [23, 24, 25] and references therein). Induced gravity models, wherein the curvature arises
as a quantum effect [26], and models, where both the Hilbert–Einstein term and the scalar field
squared multiplied by the scalar curvature are present, have been applied to quantum cosmol-
ogy [27] and are being intensively studied in the inflationary cosmology [7, 8, 9, 10]. Note that
predictions of the simplest inflationary models with minimally coupling scalar fields are in dis-
agreement with the Planck2013 results [3] and some of these inflationary scenarios have been
improved by adding a tiny nonminimal coupling of the inflaton field to gravity [28, 29]. The
Higgs-driven inflation has attracted a lot of attention [10]. The recent discovery of the Higgs
boson [30] makes this model especially attractive. The predictions of this inflation model is very
close to predictions of the Starobinsky inflation [31] (see [32] for details).

The number of integrable cosmological models based on scalar fields is rather limited. The
most popular integrable cosmological model is the model with a minimally coupled scalar field
and a self-interaction exponential potential [33, 34]. In [35], the general classification of integrable
cosmological models based on scalar fields was suggested and studied in great detail. Integrable
models with nonminimally coupled scalar fields have been found in [22].

In this situation it is reasonable to search for asymptotic regimes in the theory under consid-
eration. Note that dynamical system methods are extensively used for analysis of cosmological
models with scalar fields [17, 19, 36, 39, 37, 38]. Using these methods several different asymp-
totic regimes have been found, and their stability has been investigated for the simplest case of
quadratic coupling in [36] and for other power-law coupling in [19]. However, as such analysis
usually requires transition to expansion normalized variables which can be not smooth in some
points, this results in the fact that some solutions can be lost in this procedure. That is why
a global analysis of the dynamics in question is an important counterpart to the description
of locally stable regimes – apart from the fact that phase-space diagrams are very useful in
visualizing the dynamical picture (especially for the considered two-dimensional problem), we
also can be sure that we did not miss some important regimes during local analysis. Note that
the phase-space diagrams are actively used to analyze dynamics of a cosmological model with
scalar fields (maybe with nonstandard kinetic term) minimally coupled to gravity [40, 41]. A
combination of the phase-space and stability analysis is a systematic way to explore the possible
cosmological behaviors.

Recently a set of phase diagrams for the theory with a quadratic coupling have been con-
structed in [36, 17]. In our paper, we consider a more general case. We investigate the dynamics
of cosmological models including the Hilbert–Einstein curvature term, a monomial function of
the scalar field coupled to gravity and polynomial potentials.

Using the analysis of [19], it is possible to show that for the case of ξ < 0 (the only case we
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consider in the present paper) the form of phase diagrams does not depend on ξ and depends
only upon relations between power indexes of the coupling function and the scalar field monomial
potential. This allows us to characterize completely the global feature of cosmological dynamics
in the model in question using a limiting number of phase portraits. We start with listing known
asymptotic regimes from [36, 19] and show how they are incorporated into a global picture by
constructing phase-space diagrams.

The paper is organized as follows. In Section 2, we examine the Friedmann equations for
models with a nonminimally coupled scalar field. In Section 3 we consider de Sitter solutions
and analyze their stability with the help of the effective potential. In Section 4 we consider
asymptotic solutions for the considering model. We also present Rizmaikin-type [42] solutions
and the corresponding potentials. In Sections 5 and 6 we use the phase-space diagrams for the
global qualitative analysis of the cosmological dynamics. In Section 5 we consider monomial
potentials, and more complicated potentials are considered in Section 6. Section 7 is devoted to
the conclusions.

2 Basic equations

In this paper, we consider models described by the following action:

S =

∫
d4x
√
−g
[

1

2

(
m2
p − ξB(ϕ)

)
R− 1

2
gµνϕ,µϕ,ν − V (ϕ)

]
, (1)

where m2
p is a constant that corresponds to the Planck mass in the Einstein gravity, ξ is the

dimensionless coupling constant, B(ϕ) and V (ϕ) are differentiable functions of the scalar field ϕ.
We use the signature (−,+,+,+), and g is the determinant of the metric tensor gµν .

Consider the evolution of a homogeneous scalar field on a spatially flat FLRW universe with
the interval

ds2 = − dt2 + a2(t)
(
dx2

1 + dx2
2 + dx2

3

)
.

In this metric the Einstein equations derived from the variation of action (1) are as follows:

H2 =
1

3m2
p

(
1

2
ϕ̇2 + V + 3ξ

(
HB′ϕ̇+H2B

))
, (2)

(
m2
p − ξB

) [
2Ḣ + 3H2

]
= − 1

2
ϕ̇2 + V + 2ξHB′ϕ̇+ ξ

(
B′′ϕ̇2 +B′ϕ̈

)
, (3)

where differentiation with respect to time t is denoted by a dot, the prime indicates the derivative
with respect to the scalar field ϕ, and the Hubble parameter is the logarithmic derivative of the
scale factor: H = ȧ/a.

The variation of action (1) with respect to ϕ gives the Klein–Gordon equation

ϕ̈+ 3Hϕ̇+
1

2
ξB′R + V ′ = 0, (4)
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and the Ricci scalar in the FLRW metric is given by R = 6
(

2H2 + Ḣ
)

. It is easy to show that(
m2
p − ξB

)
R = − ϕ̇2 + 4V (ϕ) + 3ξ

(
3HB′ϕ̇+B′′ϕ̇2 +B′ϕ̈

)
. (5)

Combining equations (2) and (3) we get

2
(
m2
p − ξB

)
Ḣ + ξḂH − ξB̈ + ϕ̇2 = 0. (6)

For convenience, we shall use the system of units with m2
p = 1/6 (the same units have been

used in [19]). From the system of equations (2), (3), and (4) we get the following system of the
first order equations:

Ḣ =
3ψ2(ξB′′ − 1)− 3ξB′ (4Hψ + V ′ + 6ξB′H2)

1− 6ξB + 9ξ2B′2
, (7)

ϕ̇ = ψ,

ψ̇ = − 3Hψ +
3ξB′(1− 3ξB′′)

1− 6ξB + 9ξ2B′2
ψ2 − V ′ + 6ξ(2V B′ − V ′B)

1− 6ξB + 9ξ2B′2
.

(8)

The Hubble parameter H can be found from the quadratic equation (2), therefore,

H =
3ξϕ̇B′ ±

√
9ξ2ϕ̇2B′2 + (1− 6ξB)(ϕ̇2 + 2V )

1− 6ξB
. (9)

Note that H is a continuous function, so, if the radicand is not equal to zero at any moment
of time, then the initial conditions define the sign ”+” or ”−” in (9). For example, if ξ < 0 and
B > 0, then for a positive-definite potential V (ϕ) this sign is defined uniquely.

In this paper, we choose the sing ”+”, substitute the corresponding Hubble parameter
into (8), and get that the second order system (8) determines the dynamics of the consider-
ing cosmological model. Our discussion will be restricted to power-law functions B(ϕ) = ϕN .
Most of our discussions deal with power-law potentials V (ϕ) = ϕn, certain particular cases of
more general potentials V = V0ϕ

n + λϕn1 will be considered as well. In this paper, we study
only positively defined potentials, ξ < 0 and coupling functions with N > 2 and n > 2, n1 > 0
that are chosen to be even numbers.

3 Stability analysis with the effective potential

For qualitative description of the scalar field evolution it is useful to find points where the driving
force vanishes, so ϕ = const is a solution. One can see from Eq. (8) that such points correspond
to critical points of the effective potential

Veff =
V (ϕ)

(1− 6ξB(ϕ))2
,

because

V ′eff =
V ′ + 6ξ(2V B′ − V ′B)

(1− 6ξB(ϕ))3
.
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After appropriate transformation of the scalar field this potential becomes proportional to
the potential in the Einstein frame — the theory conformally invariant to the initial one, where
a scalar field is minimally coupled to gravity. We do not provide full transition to the Einstein
frame here because the form of the effective potential given above without any additional trans-
formation of the scalar field gives us enough information about the stability of de Sitter solutions
in the theory under consideration. It is evident that the form of the effective potential having
its extreme at ϕ = const as a solution is not unique, so we use the form chosen for its simplicity
(it was used already in the similar context in Ref.[12]). The important thing is that the third
term in the right-hand side of Eq. (8) differs from V ′eff by function (1− 6ξB(ϕ)) which is always
positive (for ξ < 0) and thus does not affect global properties of the dynamics.

Let us rewrite equations (2) and (6) in the form similar to the Friedmann equations in the
Einstein frame. We introduce a new variable

P ≡ H√
U

+
U ′ϕ̇

2U
√
U
,

where U(ϕ) = 1
2

(
1
6
− ξB(ϕ)

)
. In terms of P Eq. (2) has the following form

3P 2 =
U + 3U ′2

4U3
ϕ̇2 +

V

2U2
= Aϕ̇2 + 72Veff , (10)

where A ≡ (U + 3U ′2)/(4U3). We consider U(ϕ) > 0 only, so A(ϕ) > 0 at any ϕ. Using (2), we
get from Eq. (6) the following equation:

Ṗ = − A
√
U ϕ̇2. (11)

Now we differentiate (10) over time, substitute (11) and get

ϕ̇ = ψ ,

ψ̇ = − 3P
√
Uψ − A′

2A
ψ2 − 36

V ′eff
A

.
(12)

The de Sitter solutions corresponds to ψ = 0, and hence, V ′eff (ϕdS) = 0, in other words

V ′(ϕdS)U(ϕdS) = 2V (ϕdS)U ′(ϕdS).

The corresponding Hubble parameter is

HdS = PdS
√
U(ϕdS) = ±

√
V (ϕdS)

6U(ϕdS)
= ±

√
V ′(ϕdS)

12U ′(ϕdS)
. (13)

Let us consider the Lyapunov stability of a de Sitter solution. Substituting

ϕ(t) = ϕdS + ϕ1(t), ψ(t) = ψ1(t), (14)

5



into (12), we get the following linear system on ϕ1(t) and ψ1(t):

ϕ̇1 = ψ1,

ψ̇1 = − 36
V ′′eff (ϕdS)

A
ϕ1 − 3HdSψ1.

(15)

So, the considering de Sitter solution is stable under conditions HdS > 0 and V ′′eff (ϕdS) > 0.
In other words, the model has a stable de Sitter solution only if the potential Veff have a
minimum. Note that this conclusion is valid for arbitrary differentiable functions U and V ,
under the condition U(ϕdS) > 0.

In the case of power-law potential V (ϕ) = ϕn there exists the following de Sitter solution:

a(t) = a0e
HdS(t−t0),

HdS = ±

√
−V0nϕ

n−N
dS

6ξN
,

ϕdS = ±
[

n

6ξ(n− 2N)

]1/N

.

(16)

Note that this solution does not exist for n > 2N . So, we consider the case n < 2N . Also, we
assume that the potential is positive: V0 > 0. The stability of de Sitter solutions in the case
of power-law potentials has been analyzed in [19]. The use of the effective potential makes this
analysis more trivial. Indeed, in the case of a power-law potential V the de Sitter solution is
located at a point of a local maximum of the effective potential Veff and is unstable at ξ < 0
and any values of N and n. For example, at n = 2 we get

V ′′eff (ϕdS) = − 2V0(N − 1)3

N2
< 0.

Also, there are stable Minkowski solutions at the point ϕ = 0. Note that potentials V having
more complicated form than a simple monomial can generate a stable de Sitter solution even
without an explicit Λ term in the action (see the end of the Section 6, where the corresponding
effective potential is presented in Fig. 7).

4 Asymptotic solutions

In this section we consider regimes for which ϕ→ ±∞. Though the effective potential can not
help in identifying all of them, it can be useful in order to find some sort of stable solutions.
The reason is that the first and second terms in the right-hand side of Eq. (8) represent in
the case of negative ξ the positive friction terms if ϕ → ∞ – though the second term can not
now be considered as small, it is negative in this limit as well as the first term. As a result,
system (8) describes behavior of an oscillator with a driving force (the third term in the right-
hand side of (8)) and a positive friction (the first and second terms). This means that influence
of initial conditions should be washed out after some time, and the dynamics appears to be
determined by the driving force solely. This driving force pushes the field ϕ to infinity if the
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effective potential is decreasing as a function of ϕ for large ϕ. Such behavior of the effective
potential occurs for certain important cases (see below). In the next two subsections we present
these regimes explicitly, as well as other regimes which can not be guessed from the form of the
effective potential (all of them appear to be unstable).

4.1 The case of N > 2.

Now we list asymptotic solutions for system (7)–(8) in the limit ϕ→∞ that has been obtained
in [19]. We remind these solutions and show the correspondence between behaviors of these
solutions and properties of the effective potentials. These solutions do not require the power
index of the potential to be integer, though we will not consider a noninteger (as well as odd
integer) n in the present paper. As the case of N = 2 is exceptional, so, we consider it separately
in the next subsection.
1. Consistency analysis shows that the solution

a(t) = a0|t− t0|1/2,
ϕ(t) = ϕ0|t− t0|−1/(2N).

(17)

exists for N > 2, n < 5N , t → t0. This solution corresponds to the situation in which the
scalar field potential is negligible. As this regime is an unstable node [19], it represents a source
point on phase-space diagrams. It is interesting that the corresponding regime for a massless
minimally coupled scalar field has a scale factor changing as time in the power 1/3 instead of
1/2 here, so the N > 2 case represents a clear discontinuity in the limit ξ → 0.

2. The power-law solution1

a(t) = a0|t− t0|
(N+n)N

(2N−n)(N−n) ,

ϕ(t) = ϕ0|t− t0|2/(N−n),
(18)

is stable for n < 2N and unstable for n > 2N . This solution (in contrast to the previous one)
depends on the scalar field potential. The effective potential is decreasing for large ϕ if n < 2N ,
so stability of this regime can be qualitatively explained by arguments presented in the beginning
of this section. As for the particular properties of instability for n > 2N , the full analysis gives
us the following result [19]: for very steep potentials with n > 5N it is an unstable node (and
plays the role of source point when the point corresponding to solution (17) does not exist), for
2N < n < 5N it is a saddle. It is clear that this solution is absent for n = N or n = 2N . For
the former case a special stable regime exists described below.
3. In the case of N = n there exists the following solution with a constant Hubble parameter
H = H0:

a(t) = a0e
H0(t−t0),

ϕ(t) = ϕ0e
H0(t−t0)/N ,

(19)

where H0
2 = − V0/(6ξ). Note that the scalar field ϕ increases exponentially giving rise to

exponentially decreasing the effective Newtonian gravitational constant. For this reason such a

1Note that ϕ→∞ corresponds to t→∞ at n < N and t→ t0 at n > N .
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solution does not qualify as a de Sitter one. We keep the notion of a de Sitter solution for the
solution with H = const and ϕ = const. The case of n = 2N will be discussed in Subsection 4.3.

4.2 The case of N = 2.

1. There exists the following effective massless solution:

a(t) = a0|t− t0|
1

3−12ξ−2
√

6ξ(6ξ−1) ,

ϕ(t) = ϕ0|t− t0|
−6ξ−

√
6ξ(6ξ−1)

3−12ξ−2
√

6ξ(6ξ−1) .
(20)

In contrast to its N 6= 2 analog, given by (17), the power indices of solution (20) do depend on
ξ. However, for ξ < 0 and n 6 10 the stability analysis shows that properties of this point do
not ”feel” ξ – it is always a source on phase space diagrams. For steep potentials (n > 10) this
solution exists only in an interval ξcr < ξ < 0 where ξcr = − 6

(n+2)(n−10)
(in the ξ > 0 case the

situation is more complicated, and we will not consider it in the present paper).
2. There is an analog of the power-law solution written down above for general N :

a(t) = a0|t− t0|
2(ξ(2+n)−1)
ξ(n−2)(n−4) ,

ϕ(t) = ϕ0|t− t0|2/(2−n)
(21)

From the form of the effective potential we can see that it is an attractor for n < 4. This solution
has been found more than two decades ago in [43], and its Big Rip nature for 2 < n < 4 has
been discussed in [16]. Using methods of [36, 19], it is possible to show that this regime is a
saddle point on the phase-space diagram for 4 < n 6 10. Moreover, if n > 10 it becomes an
unstable node for ξ < ξcr – exactly in the range where solution (12) does not exist. As for the
general case, we have a special form for the case of equal power indices.

3. In the case of n = 2 there exists the following solution with a constant Hubble parameter
H = H0:

a(t) = a0e
H0(t−t0),

ϕ(t) = ϕ0e
2H0ξ(t−t0)

4ξ−1 ,
(22)

where H0
2 = − V0(4ξ−1)2

ξ(96ξ2−34ξ+3)
. As its N > 2 analog, this regime is an attractor.

The case of n = 4 will be considered in the next subsection.

4.3 Analog of Ruzmaikin solution

In this subsection we consider a solution which shares the time behavior of the Hubble parameter
with the known Ruzmaikin solution in R + R2 gravity [42]. Since this solution has not been
found in [19], we consider it here in more detail.

We assume that there is an asymptotic solution in the form H = H0τ , ϕ = ϕ0τ
α, where

τ = t− t0, t0 is a constant. Substituting this solution into Eq. (6), we get

H0

3
+ (Nα− 2) ξϕN0 H0τ

αN − ξNα(α− 1)ϕN0 τ
αN−2 − ξN(N − 1)α2ϕN0 τ

αN−2 + α2ϕ2
0τ

2α−2 = 0.
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In the limit t → ∞ we neglect the smallest term α2ϕ2
0τ

2α−2 and equate terms with identical
power indexes. Analyzing the terms proportional to ταN we get the power index for the scalar
field α = 2/N . Other terms give the equation connecting H0 and ϕ0:

H0 = 6ϕN0 ξ. (23)

Now we substitute H = H0τ , ϕ = ϕ0τ
2/N in (2) and get

V (ϕ) =
1

2

[
H2(1− 6ξB)− ϕ̇2 − 6ξHḂ

]
= −108ξ3ϕN0 ϕ

2N − 18ξ2ϕN0 ϕ
N − 2

N2ϕN0
ϕ2−N . (24)

Thereby, we get that the potential has the form

V = V0ϕ
2N +

V0

6ξ
ϕN + . . .

and the Ruzmaikin-type solution has the following numeric parameters:

ϕN0 = − V0

108ξ
, H2

0 =
V 2

0

324ξ2
. (25)

The first term in the potential gives the desired asymptotic for ϕ→∞ if n = 2N .
The particular case of N = 2 and n = 4 is well known because it is used to describe the

Higgs-driven inflation. The corresponding effective potential is asymptotically flat (this is valid
also for a general n = 2N case), as well as the potential in the Einstein frame. The latter is the
reason why inflation does not need extremely small self-coupling coefficient as in the minimally
coupled field case. A connection between this model and modified gravity has already been
remarked. In particular, the theory in question shares the same form of potential in the Einstein
frame with the R+R2 gravity (see [32] with the interesting discussion about differences in these
two theories during post-inflationary dynamics). We see now that this connection exists also on
the level of Jordan frames. The H ∼ t dynamics represents the Ruzmaikin solution in quadratic
gravity known for decades. It is unstable for the R+R2 theory which is used in the Starobinsky
inflation scenario [31]. In the present subsection we have found an asymptotic solution with the
same time behavior of H(t) in the Jordan frame of nonminimally coupled scalar field theory
with n = 2N .

It is interesting that in the N = 2 case we can construct a polynomial potential for which a
solution with the Hubble parameter evolving linearly in time becomes an exact solution. Indeed,
let us assume that

H = H0t+ C0, (26)

where C0 = −H0t0.
It is easy to see that for B(ϕ) = ϕ2 Eq. (6) has solution (26) at

ϕ =
H0t+ C0√
3H0(2ξ − 1)

. (27)
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Then, from (2) we get that

V (ϕ) = H0

(
9(1− 2ξ)ξϕ4 − 3(1 + 2ξ)

2
ϕ2 − 1

6(2ξ − 1)

)
. (28)

To get real ϕ(t) at ξ < 0 we should put H0 < 0. If C0 > 0, then the inflationary scenario can be
realized. At the first moment, t = 0, H = C0 and then tends to zero. We do not consider such a
potential which is not positively defined further in this paper. Similar exact solutions have been
found in the nonlocal gravity model [44] (see also [45]).

5 Phase-space analysis models with power-law potentials

In this section, we investigate the general cosmological behavior of solutions by adopting a phase-
space analysis. The phase-space analysis allows the unfolding of many feature of the cosmological
models with scalar fields [36, 39]. For the part of the obtained solutions the values of the scalar
field and its derivative can go to infinity. For this reason we introduce auxiliary variables, which
are always restricted by the unit circulus. These variables have the following form

α =
ϕ√

1 + ϕ2 + ϕ̇2
, β =

ϕ̇√
1 + ϕ2 + ϕ̇2

. (29)

and the inverse transform formulae are

ϕ =
α√

1− α2 − β2
, ϕ̇ =

β√
1− α2 − β2

. (30)

Differentiating α, β and using (30), we get

α̇ = β
(

1− α2 − αϕ̈
√

1− α2 − β2
)
,

β̇ = ϕ̈
√

1− α2 − β2(1− β2)− αβ2.
(31)

We start with the case of N = n, considering a ”classical” action with N = n = 2 studied
many times in a lot of papers. The form of the effective potential (see black curve in Fig. 1
(left plot)) shows clearly a possibility of two different late-time asymptotics. One of which
is represented by scalar field oscillations near the minimum of the potential, and the second
corresponds to infinite growth of the scalar field.

The typical phase diagram in the variables α and β is shown in Fig. 1 (right plot). The
solution (20) corresponds to source points A. The exponential solution (22) corresponds to
points B at the limiting circle. It attracts part of the trajectories, and the rest of them are
attracted by the focus in the point (0, 0), which represents scalar field oscillations. The unstable
de Sitter solutions (16) are located in the points C = (±

√
−1/(6ξ), 0) and separate these two

stable regimes. The picture is qualitatively the same for any negative ξ. It should be noted that
the case of N = 2 is a special one, and the form of asymptotic regimes given above shows this
clearly: power indices of corresponding power-law solutions depend on ξ for N = 2 and do not
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1 

1.5 

2 

β

α
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A
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B

CC

Figure 1: The effective potentials Veff = V0ϕ2+Λ

(1−6ξϕ2)2
for N = 2 and n = 2 (left) and the corre-

sponding phase portrait at Λ = 0. In both pictures V0 = 2, ξ = −1
4
. In the left picture Λ = 0

(black curve); 2/3 (red curve); 4/3 (blue curve); 2 (green curve). In the right picture points A
correspond to power-law solutions (20), points B are exponential solutions (22), and points C
are de Sitter solutions (16).

depend on the coupling constant for other N . However, we have checked that for negative ξ
the form of the phase-space diagram does not depend on ξ for N = 2 also. We leave the more
complicated case of ξ > 0 for a future work.

Going back to initial variables, it is possible to construct basins of attraction of these two
asymptotic regimes. We plot it in the variables (ϕ, ϕ̇), expressing H through the constraint
equation. In general, there are two solutions for H. It is easy to see that for ξ < 0 and the
positively determined potential the minus sign in Eq. (9) leads to initial H < 0, so in order
to study an expanding universe we fix the sign to be plus. After that, the point (ϕ, ϕ̇) fixes
the initial data completely. Figure 2 shows that the basin of attraction of the oscillations is
located inside a band in the initial conditions space. Two boundary points of this band at
ϕ̇ = 0 evidently correspond to two maxima of the effective potential. A nonzero initial velocity
could result in overcoming the potential hill when starting in its direction somewhere from the
”bottom”, so the boundary appears to be inclined with respect to the coordinate axis. The band
becomes narrower with increasing |ξ|.

If n < N the general picture of dynamics (Fig. 3) is similar to the above case. The only
difference is that the exponential stable solution is replaced by power-law regime (18). Corre-
spondingly, the location of this stable point at the limiting circle in the (α, β) plane is shifted to
the points (±1, 0).

For the case of n = 2N there are no other attractors different from oscillations (see the
corresponding effective potential in Fig. 4, black curve), so all trajectories tend to the (0, 0)
point. We present the phase portrait for N = 2 and n = 4 in Fig. 5 (left). Correspondingly the
unstable de Sitter solution is absent. The Rusmaikin-type solution appears as an unstable fixed
point at (±1, 0).
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Figure 2: The basin of attraction of the oscillations ( black points) and the exponential solution
(22) (green points) for V = ϕ2, B = ϕ2. We take ξ = −1

4
(left), ξ = −1 (right).
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Figure 3: The solution of system (31) with V = V0ϕ
2 and B = ϕ4. We put ξ = −1, V0 = 1, and

Λ = 0 (left). The effective potential Veff = V0ϕ2+Λ

(1−6ξϕ4)2
for V = V0ϕ

2 + Λ and B = ϕ4, ξ = −1/4,

V0 = 4 and Λ = 0 (black curve); 10/3 (red curve); 20/3 (blue curve); 10 (green curve).

The situation for N < n < 5N , n 6= 2N has its own difficulties. It is the only case when the
set of variables (α, β) is not good enough for presenting numerical results because two different
points – unstable (17) and power-law solution (18) are projected at the same point α = 0, β = 1.
For n > 2N this does not lead to big problems, because the power-law solution (18) (which
is present in Fig. 5 (right) and is absent in Fig. 5 (left) is unstable and its location coincides
with the unstable point (17). There is only one future asymptotic in the form of scalar field
oscillations.

As it is mentioned in the previous section, for very steep potentials (n > 5N , N 6= 2 or
n > 10, N = 2, ξ < ξcr) the saddle disappears and the point (0, 1) restores its simple node
nature. We do not consider such steep potentials here.
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Figure 4: The effective potential Veff = V0ϕn+Λ

(1−6ξϕN )2
for N = 2,n = 4, ξ = −1

4
, V0 = 4 and Λ = 0

(black curve); 4/3 (red curve); 8/3 (blue curve); 4 (green curve).

β

α

β

α

Figure 5: The phase portrait of system (31) with B = ϕ2, ξ = −1/4 and Λ = 0. The potentials
are V = ϕ4 (left), V = ϕ6 (right).

The last case is N < n < 2N where a stable Big Rip solution exists. Several typical
trajectories have been shown in Fig. 6, two of them start and finish at the same point on the
plane (α, β) [the points (0,±1)]. However, it interpolates between two different asymptotic
solutions given by (17) in the past and (18) in the future in the original variables.

6 More complicated potentials

If the scalar field potential is more complicated than a single power-law term, the resulting
dynamical picture can be richer. As an example we mention here an important case of V =
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Figure 6: In left picture there is the effective potential Veff = V0ϕn+Λ

(1−6ξϕN )2
for N = 4, n = 6,

ξ = − 1/4, V0 = 4 and Λ = 0 (black curve); 0.8 (blue curve); 1.0887 (red curve); 1.4 (green
curve). In right picture there is the phase portrait of system (31) with V = 5ϕ6, B = ϕ4,
ξ = − 10.

V0ϕ
2 + λϕn, where n > 4. For small enough λ the local maximum of the effective potential

continues to exist, however, a new local minimum appears. This results in the disappearance of
exponential solutions existing for λ = 0 and the appearance of a stable de Sitter solution instead
(note, that we have not added any explicit cosmological constant to action (1) in order to get
this de Sitter solution). Examples of an effective potential for the case of V = V0ϕ

2 + λϕ6 and
N = 2 for different λ are shown in Fig. 7 (left). The critical value of λcr = 4

√
3(2 −

√
3)ξ2V0

corresponds to the disappearance of the de Sitter solution which exists for λ < λcr. At λ > λcr
the only future asymptotic is oscillation near the (0, 0) point.

V
eff

φ

−4 −3 −2 −1 0 1 2 3 4 

0.2 

0.4 

0.6 β

α

Figure 7: The effective potential Veff = V0ϕ2+λϕ6

(1−6ξϕN )2
for N = 2, ξ = −1

4
, V0 = 2 and λ = 0 (black

curve); 0.1 (blue curve); 0.25 (red curve); 0.4 (green curve) and the phase portrait of system
(31) with the corresponding potential V at λ = 0.1.
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The simplest way to get stable de Sitter solutions is to add a positive constant (Λ term) to
the potential, however, the resulting picture is not as simple as in the case of minimally coupled
field. Let us consider the potentials V = V0ϕ

n + Λ, with a constant Λ > 0. It is easy to see
from the form of the effective potential that for the case of N = n (see Fig. 1) a large enough
positive cosmological constant destroys the quasi-Einstein regime of scalar field oscillations, and
all trajectories tend to corresponding stable exponential solution (see Fig. 8). In the case of
n = 2 and N = 2 the effective potentials for different Λ are present in Fig. 1. The condition for
the oscillatory solution to exist can easily be derived from the form of the effective potential.
At Λ < −V0/(12ξ) there exists a stable de Sitter solution at ϕ = 0 and two unstable de Sitter
solutions at

ϕdS = ±
√

6V0(V0 + 12ξΛ)

6V0

√
−ξ

.

At large Λ the model has an unstable de Sitter solution at ϕ = 0 only.
It is interesting that though a run-away asymptotic exists also for n < N , the basin of

attraction of the oscillatory solution, though shrinking, continues to exist for an arbitrary large
Λ. It can be shown analytically using the fact that the effective potential has a minimum at the
point ϕ = 0 for any Λ > 0. In particular, at n = 2 we get

V ′′eff (0) = 2V0 + 24ξΛδ2,N , (32)

where δ is Kronecker’s symbol, so V ′′eff (0) > 0 for N > 2. The case N = 4 is presented on Fig. 3.

β

α

β

α

β

α

Figure 8: The solution of system (31) with B = ϕ2 and V = V0ϕ
2 + Λ. We choose ξ = −1/4,

V0 = 1/2 and Λ = 0.05 (left), Λ = 0.2 (middle) or Λ = 1 (right).

On the contrary, if n > N , then the point (0, 0) is a maximum for any positive Λ. For
example, if n > 2 and N = 2, then

V ′′eff (0) = 24ξΛ < 0, (33)

at any Λ > 0. Therefore, in these cases there are unstable de Sitter solutions at ϕ = 0. Stable
de Sitter solutions can exist for nonzero values of ϕ. For example, at n = 4 we get stable de
Sitter solutions

ϕdS = ±
√
−6ξΛ

V0

,
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at any nonzero value of Λ . A similar situation occurs in general for n > 2N when the effective
potential has minima independently of Λ. An example for N = 2, n = 4 is shown in Figs. 4 and
9. For n > 2N the effective potential always has a Higgs-like form with two minima, and grows
infinitely with ϕ→∞. So, the only possible future fate of a trajectory in the n > 2N case with
a cosmological constant is a stable de Sitter future asymptotic (see Fig. 9).

Alternatively, big enough Λ turns the effective potential to be monotonically decreasing when
n < 2N , so the Big Rip alternative becomes the only possible one. This happens, for example,
for N = 4 and n = 6 (see Fig. 6) if Λ2 > (V0/2)2(1/6|ξ|)3 (the critical case corresponds to the
red curve in Fig. 6).

β

α

β

α

β

α

β

α

Figure 9: The solution of system (31) with V = ϕ4+Λ, B = ϕ2, ξ = −1/4. We choose Λ = 0.001,
Λ = 0.01, Λ = 0.1, and Λ = 1 (from left to right).
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Combining the results of this section we can see that the relation between the presence of the
cosmological constant in the action of the theory with nonminimal coupling and the existence of
a stable future de Sitter asymptotic is not direct (as in the case of minimal coupling): there are
theories with cosmological constant and no stable future de Sitter asymptotic (V = Λ +ϕn with
N 6 n < 2N and Λ bigger than the critical one) as well as theories with stable de Sitter without
explicit Λ in the action (V = V0ϕ

n + λϕn1 where n < 2N , n1 > 2N , and small enough λ).

7 Conclusions

In the present paper we have made a global qualitative analysis for the cosmological dynamics
with a nonminimally coupled scalar field with power-law coupling functions and potentials. Local
analysis provided in [19] shows that for ξ < 0 stability properties of asymptotic solutions do not
depend on ξ and depend only upon power indices N and n of the coupling function B and the
scalar field potential V correspondingly. This allows us to cover most interesting cases of small
N and n by a limiting number of phase-space diagrams.

We argue that usage of effective potential Veff helps significantly to understand different
cases of qualitatively different dynamics. This does not require a full transition to the Einstein
frame which can be rather cumbersome.

We identify three qualitatively different points of scalar field dynamics realized for n < N ,
N < n < 2N , and n > 2N and two boundary cases of n = N and n = 2N . The latter is of
particular interest because it contains (and generalizes) the Higgs inflation proposal. All fixed
points for corresponding dynamics found in [19] are incorporated into the global phase diagram
constructed in the present paper.

Some interesting modifications of possible phase diagrams when more general potentials
are allowed also have been presented. In particular, we study the influence of the explicit
cosmological constant in the action of the theory. It is interesting, that, unlike the minimally
coupled case, nonzero Λ in the action does not automatically lead to the existence of a de Sitter
solution. The opposite is also true - there are theories (for example, with V = V0ϕ

2 + λϕ6 and
quadratic coupling) which have stable de Sitter solutions without a cosmological constant in the
action.

Acknowledgements. The research of S.V. is supported in part by RFBR grant 14-01-00707
and by the Russian Ministry of Education and Science under grant NSh-3042.2014.2. A.T. is
supported by RFBR grant 14-02-00894. The work of A.T. is partially supported by the Russian
Government Program of Competitive Growth of Kazan Federal University.

References

[1] A.G. Riess et al. [Supernova Search Team collaboration], Astrophys. J. 607 (2004) 665–687,
[astro-ph/0402512];
E. Komatsu, et al. [WMAP collaboration], Astrophys. J. Suppl. 180 (2009) 330–376,
[arXiv:0803.0547];

17



G. Hinshaw et al. [WMAP Collaboration], Astrophys. J. Suppl. 208 (2013) 19
[arXiv:1212.5226];
W.M. Wood-Vasey et al. [ESSENCE Collaboration], Astrophys. J. 666 (2007) 694–715,
[astro-ph/0701041];
A. Bernui, B. Mota, M.J. Reboucas, and R. Tavakol, Astron. Astrophys. 464 (2007) 479–485
(arXiv:astro-ph/0511666)

[2] P.A.R. Ade, et. al. [Planck Collaboration], arXiv:1303.5082

[3] P.A.R. Ade, et. al. [Planck Collaboration], arXiv:1303.5076;
P.A.R. Ade, et. al. [Planck Collaboration], arXiv:1303.5084

[4] V. Sahni and A. Starobinsky, IJMPD 9 (2000) 373 (arXiv:astro-ph/9904398);
T. Padmanabhan, Phys. Rept. 380 (2003) 235–320 (arXiv:hep-th/0212290);
K. Bamba, S. Capozziello, S. Nojiri, and S.D. Odintsov, Astrophys. Space Science 342
(2012) 155–228 (arXiv:1205.3421)

[5] E.J. Copeland, M. Sami, and Sh. Tsujikawa, Int. J. Mod. Phys. D 15 (2006) 1753–1936
(arXiv:hep-th/0603057)

[6] Sh. Tsujikawa, Class. Quant. Grav. 30 (2013) 214003 (arXiv:1304.1961)

[7] F. Cooper and G. Venturi, Phys. Rev. D 24 (1981) 3338;
F. Finelli, A. Tronconi and G. Venturi, Phys. Lett. B 659 (2008) 466–470 (arXiv:0710.2741);
A. Cerioni, F. Finelli, A. Tronconi and G. Venturi, Phys. Rev. D 81 (2010) 123505
(arXiv:1005.0935);
A. Tronconi and G. Venturi, Phys. Rev. D 84 (2011) 063517 (arXiv:1011.3958);
J.L. Cervantes-Cota and H. Dehnen, Nucl. Phys. B 442 (1995) 391 (arXiv:astro-
ph/9505069)

[8] B.L. Spokoiny, Phys. Lett. 147 B (1984) 39–43;
T. Futamase and K.-i. Maeda, Phys. Rev. D 39 (1989) 399–404;
D.S. Salopek, J.R. Bond and J.M. Bardeen, Phys. Rev. D 40 (1989) 1753–1788;
R. Fakir and W.G. Unruh, Phys. Rev. D 41 (1990) 1783–1791;
M.V. Libanov, V.A. Rubakov and P.G. Tinyakov, Phys. Lett. B 442 (1998) 63 (arXiv:hep-
ph/9807553)

[9] D.I. Kaiser, Phys. Lett. B 340 (1994) 23–28 (arXiv:astro-ph/9405029);
D.I. Kaiser, Phys. Rev. D 52 (1995) 4295 (arXiv:astro-ph/9408044)

[10] F.L. Bezrukov and M. Shaposhnikov, Phys. Lett. B 659 (2008) 703 [arXiv:0710.3755];
A.O. Barvinsky, A.Y. Kamenshchik, and A.A. Starobinsky, J. Cosmol. Astropart. Phys.
0811 (2008) 021 [arXiv:0809.2104];
F. Bezrukov, D. Gorbunov and M. Shaposhnikov, J. Cosmol. Astropart. Phys. 0906 (2009)
029, arXiv:0812.3622;
A.O. Barvinsky, A.Y. Kamenshchik, C. Kiefer, and C.F. Steinwachs, Phys. Rev. D 81 (2010)

18



043530, arXiv:0911.1408 J. Garcia-Bellido, D.G. Figueroa, and J. Rubio, Phys. Rev. D 79
(2009) 063531 (arXiv:0812.4624);
A. De Simone, M.P. Hertzberg, F. Wilczek, Phys. Lett. B 678 (2009) 1 (arXiv:0812.4946);
R.N. Lerner and J. McDonald, J. Cosmol. Astropart. Phys. 1004 (2010) 015
(arXiv:0912.5463);
F.L. Bezrukov, A. Magnin, M. Shaposhnikov, S. Sibiryakov, J. High Energy Phys. 1101
(2011) 016 (arXiv:1008.5157);
F. Bezrukov Class. Quant. Grav. 30 (2013) 214001 (arXiv:1307.0708);
Y. Hamada, H. Kawai, K.-y. Oda and S.C. Park, arXiv:1403.5043 [hep-ph].

[11] F. Cooper and G. Venturi, Phys. Rev. D 24 (1981) 3338

[12] A.Yu. Kamenshchik, I.M. Khalatnikov, A.V. Toporensky, Int. J. Mod. Phys. D 6 (1997)
649–672 (arXiv:gr-qc/9801039)

[13] E. Elizalde, Sh. Nojiri, and S.D. Odintsov, Phys. Rev. D 70 (2004) 043539 (arXiv:hep-
th/0405034);
E. Elizalde, Sh. Nojiri, S.D. Odintsov, D. Saez-Gomez and V. Faraoni, Phys. Rev. D 77
(2008) 106005 (arXiv:0803.1311)

[14] A. Cerioni, F. Finelli, A. Tronconi and G. Venturi, Phys. Lett. B 681 (2009) 383–386
(arXiv:0906.1902);
A. Cerioni, F. Finelli, A. Tronconi and G. Venturi, Phys. Rev. D 81 (2010) 123505
(arXiv:1005.0935);
A. Tronconi and G. Venturi, Phys. Rev. D 84 (2011) 063517 (arXiv:1011.39580)

[15] J.L. Cervantes-Cota, R. de Putter, and E.V. Linder, J. Cosmol. Astropart. Phys. 1012
(2010) 019 (arXiv:1010.2237);
A.Y. Kamenshchik, A. Tronconi and G. Venturi, Phys. Lett. B 713 (2012) 358
(arXiv:1204.2625)

[16] B. Boisseau, G. Esposito-Farese, D. Polarski and A.A. Starobinsky Phys. Rev. Lett. 85
(2000) 2236 (arXiv:gr-qc/0001066);
R. Gannouji, D. Polarski, A. Ranquet and A.A. Starobinsky, J. Cosmol. Astropart. Phys.
0609 (2006) 016 (astro-ph/0606287)

[17] M. Szydlowski and O. Hrycyna, J. Cosmol. Astropart. Phys. 0901 (2009) 039
(arXiv:0811.1493);
O. Hrycyna and M. Szydlowski, J. Cosmol. Astropart. Phys. 1312 (2013) 016
(arXiv:1310.1961);
M. Szydlowski, O. Hrycyna and A. Stachowski, Int. J. Geom. Meth. Mod. Phys. 11 (2014)
1460012 (arXiv:1308.4069)

[18] A.Yu. Kamenshchik, A. Tronconi, and G. Venturi, Phys. Lett. B 702 (2011) 191–196
(arXiv:1104.2125)

19



[19] M. Sami, M. Shahalam, M. Skugoreva, and A. Toporensky, Phys. Rev. D 86 (2012) 103532
(arXiv:1207.6691)

[20] I.Ya. Aref’eva, N.V. Bulatov, R.V. Gorbachev, S.Yu. Vernov, Class. Quant. Grav. 31 (2014)
065007 (arXiv:1206.2801)

[21] A.Yu. Kamenshchik, A. Tronconi, G. Venturi, and S.Yu. Vernov, Phys. Rev. D 87 (2013)
063503 (arXiv:1211.6272);
E.O. Pozdeeva and S.Yu. Vernov, AIP Conf. Proc. 1606 (2014) 48–58 (arXiv:1401.7550)

[22] A.Yu. Kamenshchik, E.O. Pozdeeva, A. Tronconi, G. Venturi and S.Yu. Vernov, Class.
Quant. Grav. 31 (2014) 105003 (arXiv:1312.3540)

[23] S. Capozziello and V. Faraoni, Beyond Einstein Gravity: A Survey of Gravitational Theories
for Cosmology and Astrophysics, Fund. Theor. Phys. 170, Springer, New York, 2011;
S. Capozziello and M. De Laurentis, Phys. Rep. 509 (2011) 167–321 (arXiv:1108.6266)

[24] Y. Fujii and K. Maeda, The Scalar–Tensor Theory of Gravitation, Cambridge University
Press, Cambridge, 2004;
V. Faraoni, Cosmology in Scalar–Tensor Gravity, Kluwer Academic, Dordrecht, 2004

[25] S. Nojiri and S.D. Odintsov, J. Phys. Conf. Ser. 66 (2007) 012005 (arXiv:hep-th/0611071);
S. Nojiri and S.D. Odintsov, Int. J. Geom. Meth. Mod. Phys. 4 (2007) 115–146 (arXiv:hep-
th/0601213);
S. Nojiri and S.D. Odintsov, Phys. Rept. 505 (2011) 59–144 (arXiv:1011.0544)

[26] A.D. Sakharov, Dok. Akad. Nauk SSSR 117 (1967) 70, Sov. Phys. Dokl. 12 (1967) 1040.

[27] A.O. Barvinsky and A.Yu. Kamenshchik, Phys. Lett. B 332 (1994) 270 (arXiv:gr-
qc/9404062);
A.O. Barvinsky, A.Yu. Kamenshchik, C. Kiefer and C.F. Steinwachs, Phys. Rev. D 81
(2010) 043530 (arXiv:0911.1408)

[28] F. Bezrukov, D. Gorbunov, J. High Energy Phys. 1307 (2013) 140 (arXiv:1303.4395)

[29] R. Kallosh, A. Linde, J. Cosmol. Astropart. Phys. 1306 (2013) 027 (arXiv:1306.3211);
R. Kallosh, A. Linde and D. Roest, arXiv:1407.4471

[30] Aad G et al., [ATLAS Collaboration] Phys. Lett. B 716 (2012) 1 (arXiv:1207.7214);
Chatrchyan S et al., [CMS Collaboration] Phys. Lett. B 716 (2012) 30 (arXiv:1207.7235)

[31] A.A. Starobinsky, JETP Lett. 30 (1979) 682 [Pisma Zh. Eksp. Teor. Fiz. 30 (1979) 719];
A.A. Starobinsky, Phys. Lett. B 91 (1980) 99–102;
A.A. Starobinsky, Lect. Notes in Phys. 246 (1986) 107

[32] F.L. Bezrukov and D.S. Gorbunov, Phys. Lett. B 713 (2012) 365 (arXiv:1111.4397)

[33] F. Lucchin and S. Matarrese, Phys. Rev. D 32 (1985) 1316

20



[34] D.S. Salopek and J.R. Bond, Phys. Rev. D 42 (1990) 3936–3962;
V. Muller, H.J. Schmidt, A.A. Starobinsky, Class. Quantum Grav. 7 (1990) 1163;
E. Elizalde, S. Nojiri and S.D. Odintsov, Phys. Rev. D 70 (2004) 043539 (arXiv:hep-
th/0405034);
A.A. Andrianov, F. Cannata and A.Yu. Kamenshchik, J. Cosmol. Astropart. Phys. 1110
(2011) 004 (arXiv:1105.4515);
T. Harko, F.S.N. Lobo, and M.K. Mak, Eur. Phys. J. C 74 2784 (arXiv:1310.7167)
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