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A B S T R A C T

We obtain quenched hitting distributions to be compound Poissonian for a certain class of random dynamical systems. The theory is general and
designed to accommodate non-uniformly expanding behavior and targets that do not overlap much with the region where uniformity breaks.
Based on annealed and quenched polynomial decay of correlations, our quenched result adopts annealed Kac-type time-normalization and finds
limits to be noise-independent. The technique involves a probabilistic block-approximation where the quenched hit-counting function up to
annealed Kac-normalized time is split into equally sized blocks which are mimicked by an independency of random variables distributed just like
each of them. The theory is made operational due to a result that allows certain hitting quantities to be recovered from return quantities. Our
application is to a class of random piecewise expanding one-dimensional systems, casting new light on the well-known deterministic dichotomy
between periodic and aperiodic points, their usual extremal index formula EI = 1 − 1∕𝐽 𝑇 𝑝(𝑥0), and recovering the Polya–Aeppli case for general
Bernoulli-driven systems, but distinct behavior otherwise.

1. Introduction

Limiting hitting distributions and hitting time statistics of dynamical systems, together with their return counterparts, and the
related quantitative recurrence questions, have a long history of investigation. This investigation remains active and in the last
few years has advanced in many different directions, such as more elaborate targets, non-uniformly hyperbolic behavior, random
systems, and connections to extreme behavior, both in theory and real-life applications.

In the deterministic case, the canonical picture is presented for uniformly hyperbolic or expanding systems with singleton targets
and Kac-type normalization, where a dichotomy occurs: either the target consists of a non-periodic generic point and the limit
behavior is pure Poisson (see e.g., [1–6]), or the target consists of a periodic point and the limit behavior is Polya–Aeppli (see
e.g., [3,7–10]). The so-called extremal index (EI) can summarize both cases: in the pure Poisson case 𝐸 𝐼 = 1, whereas in the
Polya–Aeppli case 𝐸 𝐼 = 1 − 1∕𝐽 𝑇 𝑝(𝑥0) ∈ (0, 1).

A direction of generalization found in the literature is to consider different types of targets, not limited to singletons. In general,
this situation exhibits limiting hitting distributions in the compound Poisson class, which includes, but is not limited to, the pure
Poisson and Polya–Aeppli cases. This can be seen most simply in the case of finite targets with pieces of orbits [11–13], but more
complicated situations were also studied, such as countable sets [14], submanifolds [15,16] and fractal sets [17–19]. More abstract
approaches to such general target sets were developed in [20,21].

Another main direction of generalization is to handle non-uniformly expanding behavior. Many contributions have been given
in the literature, such as [8,12,20–22]. We emphasize that the relation between the target position and the position of the neutral
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fixed points of such maps plays a major role, because, when they intersect, strong dependence/recurrence around the target occurs,
requiring special normalization as to find non-trivial limiting distributions (see, e.g, [22]).

Finally, the theory has also been generalized to the realm of random dynamical systems, see, for example [23–28] and, very
recently, [29]. Compound Poissonian quenched hitting distributions were also shown in [29] with the spectral method. Despite
their applications being similar to ours, the main differences are that their theory needs quenched exponential decay of correlations
(but a merely ergodic driving), and their time-normalization is quenched.

From an applied perspective, the annealed time-normalization adopted here says that the experimenter will pre-determine the
watch time of his experiment (regardless of the revealed noise realization), by using an expected measurement of the small vicinity
of the random target he is dealing with.

On the other hand, the quenched time-normalization says that the experimenter will not pre-determine (deterministically) how
long to watch the experiment, but will get informed about the complete noise realization (at least until its remote past) and use it
to then determine the desired watch time.

We now discuss the contributions of this work and some of its features.
We show that quenched hitting distributions are compound Poissonian for a certain class of random dynamical systems, using

a probabilistic block-approximation approach and generalizing the deterministic theory developed in [21] after the approach
introduced in [30]. This is the content of Theorem 2.2, our main result.

The probabilistic block-approximation (Theorem 3.1) splits the quenched hit-counting function up to annealed-Kac-normalized
into equally sized blocks which are mimicked by an independency of random variables distributed just like each of them. The said
approximation goes for any given noise realization 𝜔 and 𝜔-dependent leading terms and errors appear. Both of them are tamed by
an almost sure convergence statement (Lemma 4.3) based on a Borel–Cantelli argument, which allows for the quenched result to
hold.

The limiting compound Poisson distribution, revealed by the asymptotics of the aforementioned leading terms, and its underlying
multiplicity distribution are characterized by a set of hitting quantities (𝜆𝓁 ’s), which are transparently expressed in terms of the
asymptotics of the dynamics, its invariant measure and the target. Hitting quantities are introduced in Section 2.3

The theory is made operational due to Theorem 2.1, which allows for the latter hitting quantities to be recovered from a set of
return quantities (𝛼𝓁 ’s). Return quantities are introduced in Section 2.3. The advantage here is that the return quantities are easier
to calculate in concrete examples.

Moreover, our theory is based on a mild set of hypotheses, introduced in Section 2.4, designed to accommodate non-uniformly
xpanding behavior (with polynomial decay) and general targets that do not overlap much with the region where uniformity breaks
nd that presents well-defined return quantities.

Our assumptions on the quasi-invariant family of measures do not consider their absolute continuity with respect to the Lebesgue
easure, but regularity in a dimensional sense.

A drawback of our approach is that results are just along sufficiently fast shrinking neighborhoods of the target set. This is
ntimately connected with the use of a Borel–Cantelli argument well-adapted to the annealed time normalization and annealed
ecay of correlations.

We conclude with an application to a class of random piecewise expanding one-dimensional systems, casting new light on the
well-known deterministic dichotomy between periodic and aperiodic points, their typical extremal index formula EI = 1 − 1∕𝐽 𝑇 𝑝(𝜁 ),
and recovering the geometric case for general Bernoulli-driven systems, but distinct behavior otherwise. See Section 7.

2. Assumptions and main results

2.1. General setup

Consider 𝑀 and 𝛺 complete separable metric spaces, equipped with their Borelian 𝜎-algebras ℬ𝑀 and ℬ𝛺, and (𝜃 ,P) a
easurably-invertible ergodic system on (𝛺 ,ℬ𝛺).

Consider maps 𝑇𝜔 ∶ 𝑀 → 𝑀 (𝜔 ∈ 𝛺) which combine to make the measurable skew product 𝑆 ∶ 𝛺 × 𝑀 → 𝛺 × 𝑀 ,
(𝜔, 𝑥) ↦ (𝜃 𝜔, 𝑇𝜔𝑥). As usual, for higher-order iterates we denote 𝑆𝑛(𝜔, 𝑥) = (𝜃𝑛𝜔, 𝑇 𝑛𝜔(𝑥)) where 𝑇 𝑛𝜔 = 𝑇𝜃𝑛−1𝜔 ◦ ⋯ ◦ 𝑇𝜃 𝜔 ◦ 𝑇𝜔 (𝑛 ⩾ 1).

For 𝐸 ∈ ℬ𝛺 ×ℬ𝑀 and 𝜔 ∈ 𝛺, write 𝐸(𝜔) = {𝑥 ∈𝑀 ∶ (𝜔, 𝑥) ∈ 𝐸}. Denote

P(𝛺 ×𝑀) = {�̂� ∈ (𝛺 ×𝑀) ∶ 𝜋𝛺∗�̂� = P},

P
𝑆 (𝛺 ×𝑀) = {�̂� ∈ (𝛺 ×𝑀) ∶ 𝑆∗�̂� = �̂� , 𝜋𝛺∗�̂� = P},

and

 (P)(𝑀) =
⎧

⎪

⎨

⎪

⎩

𝜇 ∶ 𝜔 ∈ 𝛺
P-a.s.
↦ 𝜇𝜔 ∈ (𝑀)||

|

𝜔 ∈ 𝛺
P-a.s.
↦ 𝜇𝜔(𝐸(𝜔)) ∈ [0, 1] is

(ℬ𝛺 ,ℬ[0,1])-measurable, ∀𝐸 ∈ ℬ𝛺 ×ℬ𝑀

⎫

⎪

⎬

⎪

⎭

,

 (P)
𝑇 (𝑀) =

{

𝜇 ∶ 𝜔 ∈ 𝛺
P-a.s.
↦ 𝜇𝜔 ∈ (𝑀)||

|

𝜇 ∈  (P)(𝑀)
P-a.s., ∀𝑛 ⩾ 0 ∶ 𝑇 𝑛𝜔∗𝜇𝜔 = 𝜇𝜃𝑛𝜔

}

.
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Notation. Elements in the latter two sets will be written as 𝜇 = (𝜇𝜔)𝜔, where the outer ‘𝜔’ subscript (instead of ‘𝜔 ∈ 𝛺’) is to
identify that the given family if defined P-a.s. The underlying full measure subset 𝛺0 can be assumed to be forward and backward
𝜃-invariant.

Any �̂� in P(𝛺 ×𝑀) (in P
𝑆 (𝛺 ×𝑀)) rewrites (disintegrates) as

�̂�(𝐸) = ∫𝛺
𝜇𝜔(𝐸(𝜔))𝑑P(𝜔), (1)

where (𝜇𝜔)𝜔 is in  (P)(𝑀) (in  (P)
𝑇 (𝑀)). Conversely, given (𝜇𝜔)𝜔 in  (P)(𝑀) (in  (P)

𝑇 (𝑀)), Eq. (1) defines �̂� in P(𝛺×𝑀) (in
P
𝑆 (𝛺 ×𝑀)). See [31] (prop. 3.3) and [32] (sec. 1.4).

Now, consider a given �̂� = 𝑑 𝜇𝜔𝑑P(𝜔) ∈ P
𝑆 (𝛺 × 𝑀), with the associated (𝜇𝜔)𝜔 ∈  (P)

𝑇 (𝑀). Define the marginal measure
�̌� = 𝜋𝑀 ∗�̂� = ∫𝛺 𝜇𝜔 𝑑P(𝜔) ∈ (𝑀).

Finally, consider 𝛤 ∈ ℬ𝛺 × ℬ𝑀 so that, P-a.s, 𝛤 (𝜔) is compact and so that 𝜇𝜔(𝛤 (𝜔)) = 0. The set 𝛤 is the so-called random
arget. Denote 𝛤𝜌(𝜔) = 𝐵𝜌(𝛤 (𝜔)) (𝜌 > 0) and the corresponding 𝜔-collection by 𝛤𝜌 ∈ ℬ𝛺 ×ℬ𝑀 .

The objects above comprise what we call a ‘system’, denoted by (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ).

2.2. Preliminary definitions

We now define some working objects.
Let 𝑈 ∈ ℬ𝛺 ×ℬ𝑀 be so that 𝜇𝜔(𝑈 (𝜔)) > 0, P-a.s. We can assume that 𝜇𝜃𝑛𝜔(𝑈 (𝜃𝑛𝜔)) > 0, for all 𝑛 ∈ Z, P-a.s.

Definition 2.1. The first hitting time of (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝑈 ) is the family of functions
𝑟𝜔,1𝑈 ∶ 𝑀 → N⩾1 ∪ {∞}

𝑥 ↦ inf {𝑖 ∈ N⩾1 ∶ 𝑇 𝑖𝜔(𝑥) ∈ 𝑈 (𝜃𝑖𝜔)}
,

where, for an integer 𝓁 ⩾ 0, N⩾𝓁 = {𝓁,𝓁 + 1,…}.
The associated higher-order hitting times are given, for 𝓁 ⩾ 2, by the family of functions

𝑟𝜔,𝓁𝑈 ∶ 𝑀 → N⩾𝓁 ∪ {∞}

𝑥 ↦ 𝑟𝜔,𝓁𝑈 (𝑥) = 𝑟𝜔,𝓁−1𝑈 (𝑥) + 𝑟𝜔′𝑈
(

𝑇
𝑟𝜔,𝓁−1𝑈
𝜔 (𝑥)

)

,

where 𝜔′ = 𝜃𝑟
𝜔,𝓁−1
𝑈 (𝑥)𝜔.

Definition 2.2. The hit counting function of (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝑈 ) with noise 𝜔 ∈ 𝛺 and up to time 𝐿 ⩾ 1 is given by
𝑍𝜔,𝐿

∗𝑈 ∶𝑀→N⩾0

𝑥↦
𝐿
∑

𝑖=1
1𝑈 (𝜃𝑖𝜔) ◦ 𝑇

𝑖
𝜔(𝑥)

,
𝑍𝜔,𝐿
𝑈 ∶𝑀→N⩾0

𝑥↦
𝐿−1
∑

𝑖=0
1𝑈 (𝜃𝑖𝜔) ◦ 𝑇

𝑖
𝜔(𝑥)

.

These objects are related, for example, in the sense that {𝑍𝜔,𝐿
∗𝑈 ⩾ 𝓁} = {𝑟𝜔,𝓁𝑈 ⩽ 𝐿}, {𝑍𝜔,𝐿

∗𝑈 = 𝓁} = {𝑟𝜔,𝓁𝑈 ⩽ 𝐿 < 𝑟𝜔,𝓁+1𝑈 }. When
𝑈 = 𝛤𝜌, we write 𝐼𝜔,𝜌𝑖 = 1𝛤𝜌(𝜃𝑖𝜔) ◦ 𝑇

𝑖
𝜔.

Definition 2.3. The hit marking function of (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝑈 ) with noise 𝜔 ∈ 𝛺 and up to time 𝐿 ⩾ 1 is given by
𝑌 𝜔,𝐿𝑈 ∶𝑀→M

𝑥↦
𝐿−1
∑

𝑖=0
𝛿𝑖∕𝐿1𝑈 (𝜃𝑖𝜔) ◦ 𝑇

𝑖
𝜔(𝑥)

,

where M = {∑𝜅
𝑖=1 𝛿𝑥𝑖 ∶ 𝜅 < ∞, (𝑥𝑖)𝜅𝑖=1 ⊂ [0, 1]}.1

Notation. An R-valued function defined on the product space, 𝑓 (𝜔, 𝑥), is often rewritten as 𝑓𝜔(𝑥) or 𝑓𝜔(𝑥) and seen as a family
f functions defined on 𝑀 . And vice versa. When integrating a function, we may omit the variable of integration, even if it is a
up/subscript. We leave it for the reader to infer what variables and parameters are being integrated and were omitted.

Notation. Consider non-negative sequences 𝑎(𝑛) and 𝑏(𝑛) (𝑛 ⩾ 0). we will write 𝑎(𝑛) ≲𝑛 𝑏(𝑛) to mean that there exists a quantity
𝐶 > 0, independent of 𝑛, so that 𝑎(𝑛) ⩽ 𝐶 𝑏(𝑛)(∀𝑛 ⩾ 0). When 𝑎 and 𝑏 have more arguments, we indicate which of them are controlled
uniformly. For example:

1 The set M can be given the vague topology (with 𝐶+
𝐾 ([0, 1]) test functions, see [33] Section 3.4), making it a complete separable metric space, while (M)

is another topological space with the weak topology (with 𝐶+(M) test functions, see [33] Lemma 3.5).
𝑏
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(i) 𝑎(𝑛, 𝑚) ≲𝑛 𝑏(𝑛, 𝑚) when there exists 𝐶𝑚 > 0 so that 𝑎(𝑛, 𝑚) ⩽ 𝐶𝑚𝑏(𝑛, 𝑚) (∀𝑛, 𝑚 ⩾ 0),
(ii) 𝑎(𝑛, 𝑚) ≲𝑛,𝑚 𝑏(𝑛, 𝑚) when there exists 𝐶 > 0 so that 𝑎(𝑛, 𝑚) ⩽ 𝐶 𝑏(𝑛, 𝑚) (∀𝑛, 𝑚 ⩾ 0).

When some of the arguments are taken to the limit, we implicitly consider that these are the ones being controlled uniformly
and we omit the associated subscripts from the ≲ symbol. We also employ the usual big-O and little-o notation.

Definition 2.4. The compound Poisson distribution with intensity parameter 𝑠 ∈ R>0 and cluster size distribution (𝜆𝓁)𝓁∈N⩾1
∈

(N⩾1),
∑∞

𝓁=1 𝓁𝜆𝓁 < ∞, denoted CPD𝑠,(𝜆𝓁 )𝓁 ∈ (N⩾0), is the distribution of a random variable 𝑀 ∶ ( ,𝒳 ,Q) → N⩾0 given by
(𝜉) = ∑𝑁(𝜉)

𝑗=1 𝑄𝑗 (𝜉), where ( ,𝒳 ,Q) is an abstract probability space, 𝑁 is a N⩾0-valued random variable on ( ,𝒳 ,Q) having
oisson distribution with intensity parameter 𝑠 and (𝑄𝑗 )𝑗∈N⩾1

is a sequence of N⩾1-valued random variables on ( ,𝒳 ,Q) which
re iid, independent of 𝑁 and whose entries have distribution Q(𝑄𝑗 = 𝓁) = 𝜆𝓁 (𝑗 ,𝓁 ∈ N⩾1). Denote 𝑅𝑙 =

∑𝑙
𝑗=1𝑄𝑗 . Then the

robability mass function of CPD𝑠,(𝜆𝓁 )𝓁 is given indirectly by

CPD𝛾 ,(𝜆𝓁 )𝓁 (𝑛) =
𝑛
∑

𝑙=1
P(𝑁 = 𝑙)P(𝑅𝑙 = 𝑛) =

𝑛
∑

𝑙=1

𝑠𝑙𝑒−𝑠

𝑙!
∑

(𝑛1 ,…,𝑛𝑙 )∈N𝑙⩾1
𝑛1+⋯+𝑛𝑙=𝑛

𝑙
∏

𝑖=1
𝜆𝑛𝑖 . (2)

Definition 2.5. The compound Poisson point process with intensity parameter 𝑠 ∈ R>0 and cluster size distribution (𝜆𝓁)𝓁∈N⩾1
∈

(N⩾1),
∑∞

𝓁=1 𝓁𝜆𝓁 <∞, denoted CPPP𝑠,(𝜆𝓁 )𝓁 ∈ (M), is the distribution of a random variable 𝑁 ∶ ( ,𝒳 ,Q) → M that satisfies:

– ∀(𝐹1,… , 𝐹𝑘) ⊂ℬ[0,1] mutually disjoint, (𝑁(⋅)(𝐹𝑖))𝑘𝑖=1 is independent,
– ∀𝐹 ∈ ℬ[0,1], 𝑁(⋅)(𝐹 )∗Q = 𝐶 𝑃 𝐷𝑠Leb(𝐹 ),(𝜆𝓁 )𝓁 .

2.3. Statistical quantities

Notation. Write lim𝐿→∞ lim𝜌→0𝑎(𝐿, 𝜌) for the value of lim𝐿→∞ lim𝜌→0 𝑎(𝐿, 𝜌) and lim𝐿→∞ lim𝜌→0 𝑎(𝐿, 𝜌), when they do exist and

coincide. Denote also
+
𝑎(𝐿) ∶= lim𝜌→0 𝑎(𝐿, 𝜌) and

−
𝑎(𝐿) ∶= lim𝜌→0 𝑎(𝐿, 𝜌).

We now introduce a few quantities that play a major role in the theory. Those denoted with a ‘𝜆’ are hitting quantities, and
those with an ‘𝛼’ are return quantities. Whenever the following limits exist (and the appropriate ones coincide), denote, for 𝓁 ⩾ 1
nd 𝜔 ∈ 𝛺:

(I)
𝜆𝜔𝓁 = lim

𝐿→∞
lim
𝜌→0

𝜆𝜔𝓁 (𝐿, 𝜌), (3)

where

𝜆𝜔𝓁 (𝐿, 𝜌) = 𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

= 𝓁|𝑍𝜔,𝐿
𝛤𝜌

> 0) =
𝜇𝜔(𝑍

𝜔,𝐿
𝛤𝜌

= 𝓁)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)
. (4)

(II)
𝜆𝓁 = lim

𝐿→∞
lim
𝜌→0

𝜆𝓁(𝐿, 𝜌), (5)

where

𝜆𝓁(𝐿, 𝜌) = �̂�(𝑍𝐿
𝛤𝜌

= 𝓁|𝑍𝐿
𝛤𝜌
> 0) =

�̂�(𝑍𝐿
𝛤𝜌

= 𝓁)

�̂�(𝑍𝐿
𝛤𝜌
> 0)

= ∫𝛺
𝜆𝜔𝓁 (𝐿, 𝜌)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)

∫𝛺 𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔)
𝑑P(𝜔). (6)

(III)
�̂�𝜔𝓁 = lim

𝐿→∞
lim
𝜌→0

�̂�𝜔𝓁 (𝐿, 𝜌), (7)

where2

2 Notice that, by 𝐿-monotonicity, the outer limits always exist provided that the inner ones do.
4 
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�̂�𝜔𝓁 (𝐿, 𝜌) = 𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

⩾ 𝓁|𝐼𝜔,𝜌0 = 1) =
𝜇𝜔(𝑍

𝜔,𝐿
𝛤𝜌

⩾ 𝓁, 𝐼𝜔,𝜌0 = 1)
𝜇𝜔(𝛤𝜌(𝜔))

. (8)

(IV)
𝛼𝜔𝓁 = lim

𝐿→∞
lim
𝜌→0

𝛼𝜔𝓁 (𝐿, 𝜌), (9)

where

𝛼𝜔𝓁 (𝐿, 𝜌) = 𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

= 𝓁|𝐼𝜔,𝜌0 = 1) =
𝜇𝜔(𝑍

𝜔,𝐿
𝛤𝜌

= 𝓁, 𝐼𝜔,𝜌0 = 1)
𝜇𝜔(𝛤𝜌(𝜔))

. (10)

Since {𝑍𝜔,𝐿
𝛤𝜌

⩾ 𝓁} ⊃ {𝑍𝜔,𝐿
𝛤𝜌

⩾ 𝓁 + 1} and {𝑍𝜔,𝐿
𝛤𝜌

⩾ 𝓁} ⧵ {𝑍𝜔,𝐿
𝛤𝜌

⩾ 𝓁 + 1} = {𝑍𝜔,𝐿
𝛤𝜌

= 𝓁}, then

�̂�𝜔𝓁 (𝐿, 𝜌) − �̂�𝜔𝓁+1(𝐿, 𝜌) = 𝛼𝜔𝓁 (𝐿, 𝜌), (11)

which means that the existence of �̂�𝜔𝓁 ’s implies that of the 𝛼𝜔𝓁 ’s with 𝛼𝜔𝓁 = �̂�𝜔𝓁 − �̂�𝜔𝓁+1.

(V)
�̂�𝓁 = lim

𝐿→∞
lim
𝜌→0

�̂�𝓁(𝐿, 𝜌), (12)

where3

�̂�𝓁(𝐿, 𝜌) = �̂�(𝑍𝐿
𝛤𝜌

⩾ 𝓁|𝐼𝜌0 = 1) =
�̂�(𝑍𝐿

𝛤𝜌
⩾ 𝓁, 𝐼𝜌0 = 1)
�̂�(𝛤𝜌)

= ∫𝛺
�̂�𝜔𝓁 (𝐿, 𝜌)

𝜇𝜔(𝛤𝜌(𝜔))

∫𝛺 𝜇𝜔(𝛤𝜌(𝜔))𝑑P(𝜔)
𝑑P(𝜔). (13)

(VI)
𝛼𝓁 = lim

𝐿→∞
lim
𝜌→0

𝛼𝓁(𝐿, 𝜌), (14)

where

𝛼𝓁(𝐿, 𝜌) = �̂�(𝑍𝐿
𝛤𝜌

= 𝓁|𝐼𝜌0 = 1) =
�̂�(𝑍𝐿

𝛤𝜌
= 𝓁, 𝐼𝜌0 = 1)
�̂�(𝛤𝜌)

= ∫𝛺
𝛼𝜔𝓁 (𝐿, 𝜌)

𝜇𝜔(𝛤𝜌(𝜔))

∫𝛺 𝜇𝜔(𝛤𝜌(𝜔))𝑑P(𝜔)
𝑑P(𝜔). (15)

Since {𝑍𝐿
𝛤𝜌

⩾ 𝓁} ⊃ {𝑍𝐿
𝛤𝜌

⩾ 𝓁 + 1} and {𝑍𝐿
𝛤𝜌

⩾ 𝓁} ⧵ {𝑍𝐿
𝛤𝜌

⩾ 𝓁 + 1} = {𝑍𝐿
𝛤𝜌

= 𝓁}, then

�̂�𝓁(𝐿, 𝜌) − �̂�𝓁+1(𝐿, 𝜌) = 𝛼𝓁(𝐿, 𝜌), (16)

which means that the existence of �̂�𝓁 ’s implies that of the 𝛼𝓁 ’s with 𝛼𝓁 = �̂�𝓁 − �̂�𝓁+1.

2.4. Working setup

Now we particularize the general setup of Section 2.1 to specify our working setup.
So we consider a system (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) satisfying the following hypotheses.

H1 (Ambient). Let 𝑀 be a compact Riemannian manifold and 𝛺 a compact metric space.

H2. (Invertibility Features)

2.1 (Degree). ∀𝜔 ∈ 𝛺 ,∀𝑛 ⩾ 1, ∀𝑥 ∈𝑀 , one has #(𝑇 𝑛𝜔)
−1({𝑥}) < ∞ with

sup
𝑛⩾0

#(𝑇 𝑛𝜔)
−1({𝑥})⩽∞ (∀𝜔, 𝑥), sup

𝜔∈𝛺
#(𝑇 𝑛𝜔)

−1({𝑥})⩽∞ (∀𝑛, 𝑥), sup
𝑥∈𝑀

#(𝑇 𝑛𝜔)
−1({𝑥})<∞ (∀𝜔, 𝑛).

3 See footnote 2.
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2.2 (Covering). ∃𝑅 > 0,∃ ⩾ 1,∀𝜔 ∈ 𝛺 ,∀𝑛 ⩾ 1,∃(𝑦𝜔,𝑛𝑘 )𝑘∈𝐾𝜔,𝑛 ⊂ 𝑀 with #𝐾𝜔,𝑛 < ∞ so that (𝐵𝑅(𝑦
𝜔,𝑛
𝑘 ))𝑘∈𝐾𝜔,𝑛 has at most  overlaps.

Terminology suggests that (𝐵𝑅(𝑦
𝜔,𝑛
𝑘 ))𝑘∈𝐾𝜔,𝑛 covers 𝑀 entirely, but a small defect is allowed, in the sense of (H2.5) below.

2.3 (Inverse Branches). ∀𝜔 ∈ 𝛺 ,∀𝑛 ⩾ 1,∀𝑘 ∈ 𝐾𝜔,𝑛,

IB𝜔,𝑛𝑘 = {𝜑 ∶ 𝐵𝑅(𝑦
𝜔,𝑛
𝑘 ) →𝑀 diffeomorphism onto its image with 𝑇 𝑛𝜔 ◦𝜑 = id}

is non-empty, finite4 and so that 𝜑, 𝜓 ∈ IB𝜔,𝑛𝑘 , 𝜑 ≠ 𝜓 ⇒ 𝜑(dom(𝜑)) ∩ 𝜓(dom(𝜓)) = ∅. In particular, the set IB(𝑇 𝑛𝜔) =
⋃

𝑘∈𝐾𝜔,𝑛 IB
𝜔,𝑛
𝑘 is finite

nd so that 𝜑, 𝜓 ∈ IB(𝑇 𝑛𝜔), dom(𝜑) ∩ dom(𝜓) = ∅ ⇒ 𝜑(dom(𝜑)) ∩ 𝜓(dom(𝜓)) = ∅.

The following item is a consequence of the previous ones, but we list it here for convenience.

2.4 (Cylinders). ∀𝜔 ∈ 𝛺 ,∀𝑛 ⩾ 1, 𝐶𝜔𝑛 = {𝜉 = 𝜑(dom(𝜑)) ∶ 𝜑 ∈ IB(𝑇 𝑛𝜔)} is finite and has at most  overlaps.

2.5 (Large Covering). For P-a.e. 𝜔 ∈ 𝛺, ∀𝑛 ⩾ 1, 𝜇𝜔
(

𝑀 ⧵
⋃

𝜉∈𝐶𝜔𝑛
𝜉
)

= 0.

2.6 (Big Images). ∃𝜄 > 0 so that

ess inf
𝜔∈𝛺

inf
𝑛⩾1

inf
𝑘∈𝐾𝜔,𝑛

𝜇𝜃𝑛𝜔(𝐵𝑅(𝑦
𝜔,𝑛
𝑘 )) > 𝜄.

Next, we consider that the aforementioned (plain) cylinders are refined enough as to split and distinguish regions with different
hyperbolic behavior.

H3 (Hyperbolicity and Cylinders). Plain cylinders split into acceptable (and unacceptable) cylinders, whereas acceptable cylinders subsplit
nto good (and bad) cylinders.

Namely: ∀𝜔 ∈ 𝛺 ,∀𝑛 ⩾ 1, one writes 𝐶𝑛𝜔 =
+
𝐶𝜔𝑛 ⊔

−
𝐶𝜔𝑛 ,

+
𝐶𝜔𝑛 =

++
𝐶𝜔𝑛 ⊔

+−
𝐶𝜔𝑛 , with

∗
𝑛(𝜔, 𝑥) =

⎧

⎪

⎨

⎪

⎩

1, 𝑥 ∈
⋃

𝜉∈
∗
𝐶𝜔𝑛
𝜉 ,

0, otherwise
(∗∈ {+,−,++,+−})

a measurable function from 𝑀 to R.

Notation. For ∗∈ {+,−,++,+−}, write
∗
IB(𝑇 𝑛𝜔) = {𝜑 ∈ IB(𝑇 𝑛𝜔) ∶ 𝜉 = 𝜑(dom(𝜑)) ∈

∗
𝐶𝜔𝑛 }.

This splitting distinguishes hyperbolic behavior in the sense of satisfying:

3.1 (Weak Hyperbolicity on Plain Cylinders). ∀𝑛 ⩾ 1, one has

1 ⩽ inf
𝜔∈𝛺

inf
𝜉∈𝐶𝜔𝑛

inf
𝑣∈𝑇𝑥𝑀
‖𝑣‖=1

|𝐷 𝑇 𝑛𝜔(𝑥)𝑣| ⩽ sup
𝜔∈𝛺

sup
𝜉∈𝐶𝜔𝑛

sup
𝑥∈𝜉

sup
𝑣∈𝑇𝑥𝑀
‖𝑣‖=1

|𝐷 𝑇 𝑛𝜔(𝑥)𝑣| ⩽ ∞.

3.2 (Bounded Derivatives on Acceptable Cylinders). ∀𝑛 ⩾ 1, one has

sup
𝜔∈𝛺

sup
𝜉∈

+
𝐶𝜔𝑛

sup
𝑥∈𝜉

sup
𝑣∈𝑇𝑥𝑀
‖𝑣‖=1

|𝐷 𝑇 𝑛𝜔(𝑥)𝑣| =∶ 𝑎𝑛 <∞.

3.3 (Distortion on Good Cylinders). ∃d ⩾ 0,∃𝐶 > 1, ∀𝑛 ⩾ 1, denoting 𝜉 = 𝜑(dom(𝜑)) one has

ess sup
𝜔∈𝛺

sup
𝜑∈

++
IB (𝑇 𝑛𝜔)

sup
𝑥,𝑦∈𝜉

𝐽𝜑(𝑥)
𝐽𝜑(𝑦)

⩽ 𝐶 𝑛d,

where

𝐽𝜑(𝑥) =
𝑑 𝜑∗

[

𝜇𝜃𝑛𝜔|dom(𝜑)
]

𝑑 𝜇𝜔|𝜑(dom(𝜑))
(𝑥) =

𝑑 𝜑∗

[

𝜇𝜃𝑛𝜔|𝑇 𝑛𝜔𝜉
]

𝑑 𝜇𝜔|𝜉
(𝑥).

4 Cardinalities behave as in (H2.1).
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3.4 (Backward Contraction on Good Cylinders). ∃𝜅 > 1,∃𝐷 > 1,∀𝑛 ⩾ 1, denoting 𝜉 = 𝜑(dom(𝜑)) one has

ess sup
𝜔∈𝛺

sup
𝜑∈

++
IB (𝑇 𝑛𝜔)

sup
𝑧∈dom(𝜑)

sup
𝑣∈𝑇𝑧𝑀
‖𝑣‖=1

|𝐷 𝜑(𝑧)𝑣|⩽𝐷 𝑛−𝜅 i.e. 𝐷 𝑛𝜅⩽ ess inf
𝜔∈𝛺

inf
𝜑∈

++
IB (𝑇 𝑛𝜔)

inf
𝑥∈𝜉

inf
𝑣∈𝑇𝑥𝑀
‖𝑣‖=1

|𝐷 𝑇 𝑛𝜔(𝑥)𝑣|,

and, in particular,

ess sup
𝜔∈𝛺

sup
𝜑∈

++
IB (𝑇 𝑛𝜔)

diam(𝜉) ⩽ 𝐷 𝑛−𝜅 .

H4. (Target Position).

4.1 (Uniform Inclusion in Adequate Set). ∀𝐿 ⩾ 1,∃𝜌sep(𝐿) > 0,∀𝜌 ⩽ 𝜌sep(𝐿),∀𝜔 ∈ 𝛺 ,∀1 ⩽ 𝐿′ ⩽ 𝐿,∀0 ⩽ 𝑗 ⩽ 𝐿′ − 1 one has

(𝑇 𝑗𝜔)
−1𝛤3∕2𝜌(𝜃𝑗𝜔) ⊂

+
𝜔𝐿′−1.

4.2 (Quenched Separation from Non-Good Set). It holds that

lim
𝐿→∞

lim
𝜌→0

∞
∑

𝑛=𝐿

⌊1∕�̂�(𝛤𝜌)⌋
∑

𝑖=0
𝜇𝜃𝑖𝜔

(

𝛤 (𝜃𝑖𝜔) ∩
[+−
 𝜃𝑖𝜔
𝑛 ∪

−
𝜃𝑖𝜔𝑛

])

= 0, P-a.s..

H5. (Lipschitz Regularities).

5.1 (Map). sup𝑥∈𝑀 Lip(𝑇⋅(𝑥) ∶ 𝛺 →𝑀) < ∞.

5.2 (Driving). Lip(𝜃) <∞.

5.3 (Target). Lip(𝛤 ∶ 𝛺 → 𝒫 (𝑀)) < ∞,where 𝒫 (𝑀) = {𝐴 ⊂ 𝑀 , 𝐴 compact, 𝐴 ≠ ∅} is equipped with the Hausdorff distance
𝑑𝐻 (𝐴, 𝐵) = sup𝑥∈𝐴 inf𝑦∈𝐵 𝑑(𝑥, 𝑦) ∨ sup𝑦∈𝐵 inf𝑥∈𝐴 𝑑(𝑥, 𝑦), which makes it a compact metric space.

H6. (Measure Regularity).

6.1 (Ball Regular). ∃0 < 𝑑0 ⩽ 𝑑1 < ∞,∃𝐶0, 𝐶1 > 0,∃𝜌dim ⩽ 1,∀𝜌 ⩽ 𝜌dim, for P-a.e. 𝜔 ∈ 𝛺, one has

𝐶1𝜌
𝑑1 ⩽ 𝜇𝜔(𝛤𝜌(𝜔)) ⩽ 𝐶0𝜌

𝑑0 .

6.2 (Annulus Regular). ∃𝜂 ⩾ 𝛽 > 0,∃𝐸 > 0,∃𝜌dim ⩽ 1,∀𝜌 ⩽ 𝜌dim,∀𝑟 ∈ (0, 𝜌∕2), for P-a.e. 𝜔 ∈ 𝛺, one has
𝜇𝜔(𝛤𝜌+𝑟(𝜔) ⧵ 𝛤𝜌−𝑟(𝜔))

𝜇𝜔(𝛤𝜌(𝜔))
⩽ 𝐸 𝑟𝜂

𝜌𝛽
.

H7 (Decay of Correlations). ∃p > 1 so that

7.1 (Quenched). For P-a.e. 𝜔 ∈ 𝛺, ∀𝐺 ∈ Lip𝑑𝑀 (𝑀 ,R),∀𝐻 ∈ 𝐿∞(𝑀 ,R),∀𝑛 ⩾ 1, one has
|

|

|

|

∫𝑀
𝐺 ⋅ (𝐻 ◦ 𝑇 𝑛𝜔)𝑑 𝜇𝜔 − 𝜇𝜔(𝐺)𝜇𝜃𝑛𝜔(𝐻)

|

|

|

|

≲ 𝑛−p‖𝐺‖Lip𝑑𝑀 ‖𝐻‖∞.

7.2 (Annealed). ∀𝐺 ∈ Lip𝑑𝛺×𝑀
(𝛺 ×𝑀 ,R),∀𝐻 ∈ 𝐿∞(𝛺 ×𝑀 ,R),∀𝑛 ⩾ 1, one has

|

|

|

|

∫𝛺×𝑀
𝐺 ⋅ (𝐻 ◦𝑆𝑛)𝑑 ̂𝜇 − �̂�(𝐺)�̂�(𝐻)

|

|

|

|

≲ 𝑛−p‖𝐺‖Lip𝑑𝛺×𝑀
‖𝐻‖∞.
7 
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H8 (Hitting Regular). It holds that

∃(𝜆𝓁)𝓁⩾1 such that
∞
∑

𝓁=1
𝜆𝓁 = 1,

∞
∑

𝓁=1
𝓁3𝜆𝓁 <∞.

H9 (Return Regular). It holds that

∃(𝛼𝓁)𝓁⩾1 such that 𝛼1 > 0,
∞
∑

𝓁=1
𝛼𝓁 = 1,

∞
∑

𝓁=1
𝓁2𝛼𝓁 <∞.

We call 𝛼1 the extremal index.
H9’ (Pre return regular). It holds that

∃(�̂�𝓁)𝓁⩾1 such that �̂�1 − �̂�2 > 0,
∞
∑

𝓁=1
𝓁�̂�𝓁 < ∞.

Using the final implication of item (VI), it is immediate that (H9’) ⇒ (H9), because 𝛼1 = �̂�1 − �̂�2 > 0, ∑∞
𝓁=1 𝛼𝓁 = �̂�1 = 1, and

∞
𝓁=1 𝓁

2𝛼𝓁 ⩽ 2
∑∞

𝓁=1 𝓁�̂�𝓁 <∞.
Moreover, for technical conditions, we assume that the quantities appearing in the previous hypotheses harmonize so that the

following constraints hold. Mostly, they hold when (polynomial) decay is sufficiently fast.

H10 (Parametric Constraints). It holds that

10.1. 𝑑0(p − 1) > 2
( 𝛽+𝑑1

𝜂 ∨1
)

+𝑑1
𝑑0∕𝑑1

(see (H6) and (H7)),

10.2. 𝑑0
d+1p > 2

(

𝛽+𝑑1
𝜂 ∨ 1

)

+ 𝑑1 (see also (H3.3)),

10.3. d < 𝜅 𝑑0 − 1 (see also (H3.4).

2.5. Main results

The first result, although interesting on its own, plays mostly an auxiliary role. Valid in the general setup of Section 2.1, it
expresses hitting quantities (𝜆𝓁 ’s) in terms of return quantities (𝛼𝓁 ’s). This is providential because the former quantities are the ones
central to the theory, whereas the latter quantities are the computable ones in applications.

Theorem 2.1. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system as described in Section 2.1, with (𝜃 ,P) only assumed invariant.
Then

(H9’) ⇒ 𝜆𝓁 =
𝛼𝓁 − 𝛼𝓁+1

𝛼1
(𝓁 ⩾ 1) and (H8).

Theorem 2.1 generalizes Theorem 2 from [21] to the random situation. Its proof is basically the same, so we omit it. The
interested reader can find the adapted proof in [34].

Remark 2.1. Theorem 2.1 implies that 𝛼1 = (∑∞
𝓁=1 𝓁𝜆𝓁)

−1.

Let us now formulate our main result. It says that the systems prescribed in Section 2.4 have compound Poissonian quenched
itting statistics.

Theorem 2.2. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying (H1–H7), (H9’) and (H10).
Then: ∀𝑡>0,∀𝑛⩾0,∀(𝜌𝑚)𝑚⩾1↘0 with ∑

𝑚⩾1 𝜌𝑚
𝑞<∞ (for some 0<𝑞 <𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)) one has

𝜇𝜔(𝑍
𝜔,⌊𝑡∕�̂�(𝛤𝜌𝑚 )⌋
𝛤𝜌𝑚

= 𝑛)
P-a.s.
⟶
𝑚→∞

CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛), (17)

where CPD𝑠,(𝜆𝓁 )𝓁 is the compound Poisson distribution with intensity 𝑠 and multiplicity distribution (𝜆𝓁)𝓁 .

Remark 2.2. The quantity 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p) > 0 will be introduced explicitly in Lemma 4.2.
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Remark 2.3. The 𝜆𝓁 ’s in the limit of Eq. (17) are those given in Eq. (5), whose existence follows from (H9’) and Theorem 2.1.

Remark 2.4. If the system has exponential asymptotics in (H7) and (H3.4), the previous conclusion is still true, but, actually, with
ewer parametric constraints being required: instead of (H10.1)–(H10.3), only 𝜅 𝑑0 > 1 is needed.

The previous theorem can be strengthened to the following one, which provides an analogous limit theorem for point processes.

Theorem 2.3. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying (H1–H7), (H9’) and (H10).
Then: ∀𝑡>0,∀(𝜌𝑚)𝑚⩾1↘0 with ∑

𝑚⩾1 𝜌𝑚
𝑞<∞ (for some 0<𝑞 <𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)) one has5

𝑌
𝜔,⌊𝑡∕�̂�(𝛤𝜌𝑚 )⌋
𝛤𝜌𝑚 ∗

𝜇𝜔
P-a.s.
⟶
𝑚→∞

CPPP𝑡𝛼1 ,(𝜆𝓁 )𝓁 in (M), (18)

where CPPP𝑠,(𝜆𝓁 )𝓁 is the compound Poisson point process with intensity 𝑠 and multiplicity distribution (𝜆𝓁)𝓁 .

Structure of the paper . The rest of the paper is organized into two parts:
(I) Theory: Until Section 5 we work to prove Theorem 2.2.
Section 3 proves Theorem 3.1. This result provides the skeleton of the proof of Theorem 2.2, by approximating the left side

f Eq. (17). Denoting it briefly by 𝜇𝜔(𝑍 = 𝑛), one splits 𝑍 into equally sized blocks and mimics them with an independency of
random variables, whose sum forms �̃�. Theorem 3.1 bounds |𝜇𝜔(𝑍 = 𝑛) − 𝜇𝜔(�̃� = 𝑛)| by with a sum of long-range components
terms 1 and ̃1, to appear) and short-range components (terms 2 and 3, to appear).

Section 5 proofs Theorem 2.2. To estimate long-range errors, it uses weak hyperbolicity features (H3.1, H3.2), the target uniform
nclusion in the adequate set (H4.1), the annulus regularity (H6.2) and quenched decay (H7.1). To estimate short-range errors, it

uses structure of the covering system (H2), distortion (H3.3), strong hyperbolicity features (H3.4) and ball regularity (H6.1). Notice
nnealed decay was not yet used.

To control the newly arranged estimates (still carrying some 𝜔-dependency) and to show that 𝜇𝜔(�̃� = 𝑛) goes to the desired CPD,
hus closing the proof, the missing piece is an almost sure convergence result, which allows for the quenched theorem.

This almost sure convergence result is Lemma 4.3, proved in Section 4 after a Borel–Cantelli argument and a variance control
(Lemma 4.2). The proof of the variance control finally uses the annealed decay of correlations (H7.2) and the regularity in 𝜔 of
maps and targets (H5).

Finally, Theorem 2.3 is proved in Section 6. Although it implies Theorem 2.2, to make ideas more transparent, we preferred to
prove Theorem 2.2 and leverage on this proof to prove Theorem 2.3. This decision can benefit users who wish to upgrade compound
Poison distributions limit theorems into compound Poisson point processes limit theorems.

(II) Applications: In Section 7 we consider certain random piecewise expanding one-dimensional systems, casting new light on the
well-known deterministic dichotomy between periodic and aperiodic points, their typical extremal index formula EI = 1 − 1∕𝐽 𝑇 𝑝(𝜁 ),
nd recovering the geometric case for general Bernoulli-driven systems, but distinct behavior otherwise.

3. An abstract approximation theorem

The following theorem approximates the probability distribution of an arbitrary sum of binary variables in terms of the
distribution of a suitable sum of independent random variables. More precisely, to build the ‘suitable’ independent random variables,
one splits the first sum into smaller block-sums, and each of them is distributionally mimicked by a new random variable, with the
collection of new ones being taken to be independent.

Theorem 3.1. Consider 𝑛 ⩾ 0, 𝐿 ⩾ 𝑛, 𝑁 ∈ N⩾3 large enough so that 𝐿 ⩽ ⌊

𝑁
3 ⌋, and (𝑋𝑖)𝑁−1

𝑖=0 arbitrary {0, 1}-valued random variables on
( ,𝒳 ,Q). Denote 𝑁 ′ ∶= 𝑁

𝐿 ∈ N⩾3
6 and (𝑍𝑗 )𝑁

′−1
𝑗=0 given by 𝑍𝑗 ∶=

∑(𝑗+1)𝐿−1
𝑖=𝑗 𝐿 𝑋𝑖.

Let (�̃�𝑗 )𝑁
′−1

𝑗=0 be a family of independent N⩾0-valued random variables on (𝑋 , ,Q) satisfying �̃�𝑗 ∼ 𝑍𝑗 (𝑗 = 0,… , 𝑁 ′ − 1) and
�̃�𝑗 )𝑁

′−1
𝑗=0 ⟂ (𝑍𝑗 )𝑁

′−1
𝑗=0 .

Denote �̃� 𝑏
𝑎 ∶=

∑𝑏
𝑗=𝑎 �̃�𝑗 (0 ⩽ 𝑎 ⩽ 𝑏 ⩽ 𝑁 ′ − 1) and �̃� ∶= �̃� 𝑁 ′−1

0 . Similarly notation without ∼’s is adopted, in which case 𝑊 coincides
with ∑𝑁−1

𝑖=0 𝑋𝑖.
Then, for all 𝛥 ∈ [1, 𝑁 ′]:

|

|

Q(𝑊 = 𝑛) −Q(�̃� = 𝑛)|
|

≲ ̃1(𝑁 , 𝐿, 𝛥) +1(𝑁 , 𝐿, 𝛥) +2(𝑁 , 𝐿, 𝛥) +3(𝑁 , 𝐿, 𝛥),
where

̃1(𝑁 , 𝐿, 𝛥) =
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞) −Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞)||
|

,

1(𝑁 , 𝐿, 𝛥) =
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[1,𝑛]

𝑞
∑

𝑢=1

|

|

|

|

Q
(

𝑍𝑗=𝑢, 𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞−𝑢

)

−Q
(

𝑍𝑗=𝑢
)

Q
(

𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞−𝑢

)

|

|

|

|

,

5 See footnote 1.

6 Although 𝐿 need not divide 𝑁 , we pretend this is the case, for simplification purposes, i.e. to neglect possible remainder terms associated with the

fractional part — which should not play a role in the asymptotics (of either the error and leading terms).
9 
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2(𝑁 , 𝐿, 𝛥) =
𝑁 ′−1
∑

𝑗=0
Q
(

𝑍𝑗 ⩾ 1, 𝑊 𝑗+𝛥−1
𝑗+1 ⩾ 1

)

and

3(𝑁 , 𝐿, 𝛥) =
𝑁
∑

𝑖=0

𝑖
∑

𝑞=0∨(𝑖−𝛥𝐿)
Q(𝑋𝑖 = 1)Q(𝑋𝑞 = 1),

with the convention that, for 𝑏 > 𝑎, 𝑊 𝑎
𝑏 ≡ 0 and Q(𝑊 𝑎

𝑏 ⩾ 1) = 0.

Proof. Using a telescopic sum and the given independence, one has

|

|

Q(𝑊 = 𝑛) −Q(�̃� = 𝑛)|
|

⩽
𝑁 ′−1
∑

𝑗=0

|

|

|

Q(�̃� 𝑗−1
0 +𝑊 𝑁 ′−1

𝑗 = 𝑛) −Q(�̃� 𝑗
0 +𝑊 𝑁 ′−1

𝑗+1 = 𝑛)||
|

⩽
𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑙=0
Q(�̃� 𝑗−1

0 = 𝑙) ||
|

Q(𝑊 𝑁 ′−1
𝑗 = 𝑛 − 𝑙) −Q(�̃�𝑗 +𝑊 𝑁 ′−1

𝑗+1 = 𝑛 − 𝑙)||
|

.

We now estimate
|

|

|

Q(𝑊 𝑁 ′−1
𝑗 = 𝑞) −Q(�̃�𝑗 +𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

⩽
𝑞
∑

𝑢=0

|

|

|

Q(𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞 − 𝑢) −Q(�̃�𝑗 = 𝑢, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞 − 𝑢)||
|

=
𝑞
∑

𝑢=0

|

|

|

Q(𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞 − 𝑢) −Q(𝑍𝑗 = 𝑢)Q(𝑊 𝑁 ′−1

𝑗+1 = 𝑞 − 𝑢)||
|

=∶
𝑞
∑

𝑢=0
|𝑗 (𝑞 , 𝑢)|.

We single out 𝑢 = 0 from the previous sum,

|𝑗 (𝑞 , 0)| = |

|

|

Q(𝑍𝑗 = 0, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞) −Q(𝑍𝑗 = 0)Q(𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

= |

|

|

(

Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞) −Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞)
)

−
(

Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞) −Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1

𝑗+1 = 𝑞)
)

|

|

|

= |

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞) −Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

.

It follows that

|

|

Q(𝑊 = 𝑛) −Q(�̃� = 𝑛)|
|

⩽
𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑞=0

𝑞
∑

𝑢=0
|𝑗 (𝑞 , 𝑢)|

⩽ 𝑛
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞)−Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

+
𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑞=0

𝑞
∑

𝑢=1
|𝑗 (𝑞 , 𝑢)|

≲
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞)−Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

+
𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑞=0

𝑞
∑

𝑢=1
|𝑗 (𝑞 , 𝑢)|.

The first summation will be kept on hold. We deal with the second one now.
For 𝑢 = 1,… , 𝑞, we expand |𝑗 (𝑞 , 𝑢)| by including intermediate terms with a time gap 𝛥 and applying the triangle inequality, as

ollows:

|𝑗 (𝑞 , 𝑢)| ⩽ |

|

|

Q(𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞 − 𝑢) −Q(𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞 − 𝑢)||
|

+ |

|

|

Q(𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞 − 𝑢) −Q(𝑍𝑗 = 𝑢)Q(𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞 − 𝑢)||
|

+ |

|

|

Q(𝑍𝑗 = 𝑢)Q(𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞 − 𝑢) −Q(𝑍𝑗 = 𝑢)Q(𝑊 𝑁 ′−1

𝑗+1 = 𝑞 − 𝑢)||
|

,

where the entries in the RHS are denoted, respectively, by |2
𝑗 (𝑞 , 𝑢)|, |1

𝑗 (𝑞 , 𝑢)| and |3
𝑗 (𝑞 , 𝑢)| (note the unusual order).

Then the sum of the following three terms bounds the later triple sum.
First:

𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑞=0

𝑞
∑

𝑢=1
|1

𝑗 (𝑞 , 𝑢)| ≲
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[1,𝑛]

𝑞
∑

𝑢=1
|1

𝑗 (𝑞 , 𝑢)| = 1(𝑁 , 𝐿, 𝛥).

Second:
𝑁 ′−1
∑

𝑛
∑

𝑞
∑

|2
𝑗 (𝑞 , 𝑢)| ≲

𝑁 ′−1
∑

max
𝑞
∑

|2
𝑗 (𝑞 , 𝑢)| ≲

𝑁 ′−1
∑

Q(𝑍𝑗 ⩾ 1, 𝑊 𝑗+𝛥−1
𝑗+1 ⩾ 1) = 2(𝑁 , 𝐿, 𝛥),
𝑗=0 𝑞=0 𝑢=1 𝑗=0 𝑞∈[1,𝑛] 𝑢=1 𝑗=0

10 
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where the latter ≲ step used that

𝐴𝑢 ∶= {𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞 − 𝑢}, 𝐵𝑢 ∶= {𝑍𝑗 = 𝑢, 𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞 − 𝑢} ⇒ 𝐴𝑢 ⧵ 𝐵𝑢, 𝐵𝑢 ⧵ 𝐴𝑢 ⊂ {𝑍𝑗 = 𝑢, 𝑊 𝑗+𝛥−1
𝑗+1 ⩾ 1}

⇒
𝑞
∑

𝑢=1
|2

𝑗 (𝑞 , 𝑢)| =
𝑞
∑

𝑢=1

|

|

Q(𝐴𝑢) −Q(𝐵𝑢)|| ⩽
𝑞
∑

𝑢=1
Q(𝑍𝑗 = 𝑢, 𝑊 𝑗+𝛥−1

𝑗+1 ⩾ 1) ⩽ Q(𝑍𝑗 ⩾ 1, 𝑊 𝑗+𝛥−1
𝑗+1 ⩾ 1).

Third:
𝑁 ′−1
∑

𝑗=0

𝑛
∑

𝑞=0

𝑞
∑

𝑢=1
|3

𝑗 (𝑞 , 𝑢)| ≲
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[1,𝑛]

𝑞
∑

𝑢=1
|3

𝑗 (𝑞 , 𝑢)| ≲
𝑁 ′−1
∑

𝑗=0

(𝑗+1)𝐿−1
∑

𝑙=𝑗 𝐿

(𝑗+𝛥+1)𝐿−1
∑

𝑖=(𝑗+1)𝐿
Q(𝑋𝑖=1)Q(𝑋𝑙=1)

=
𝑁+𝛥𝐿+𝐿
∑

𝑖=0

𝑖−𝐿
∑

𝑙=0∨(𝑖−𝐿−𝛥𝐿)
Q(𝑋𝑙=1)Q(𝑋𝑖=1) ⩽

𝑁
∑

𝑖=0

𝑖
∑

𝑙=0∨(𝑖−𝛥𝐿)
Q(𝑋𝑙 = 1)Q(𝑋𝑖 = 1) = 3(𝑁 , 𝐿, 𝛥),

where the second ≲ step used the following: (with 𝑞′ = 𝑞 − 𝑢)

Q(𝑊 𝑁 ′−1
𝑗+1 =𝑞′) = Q(𝑍𝑗+1⩾1, 𝑊

𝑁 ′
𝐿−1

𝑗+1 =𝑞′) +Q(𝑍𝑗+1 = 0, 𝑊 𝑁 ′−1
𝑗+1 =𝑞′)

Q(𝑍𝑗+1 = 0, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞′) = Q(𝑍𝑗+1 = 0, 𝑊 𝑁 ′−1

𝑗+2 = 𝑞′) = Q(𝑊 𝑁 ′−1
𝑗+2 = 𝑞′) −Q(𝑍𝑗+1 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+2 = 𝑞′)
⇒ |Q(𝑊 𝑁 ′−1

𝑗+1 = 𝑞′) −Q(𝑊 𝑁 ′−1
𝑗+2 = 𝑞′)| = |Q(𝑍𝑗+1 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞′) −Q(𝑍𝑗+1 ⩾ 1, 𝑊 𝑁 ′−1
𝑗+2 = 𝑞′)|

but, with 𝐴 ∶= {𝑍𝑗+1 ⩾ 1, 𝑊 𝑁 ′−1
𝑗+1 = 𝑞′} and 𝐵 ∶= {𝑍𝑗+1 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+2 = 𝑞′}, one has 𝐴 ⧵ 𝐵 , 𝐵 ⧵ 𝐴 ⊂ {𝑍𝑗+1 ⩾ 1}, implying

|Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞′) −Q(𝑊 𝑁 ′−1

𝑗+2 = 𝑞′)| ⩽ Q(𝑍𝑗+1 ⩾ 1)

⇒ |Q(𝑊 𝑁 ′−1
𝑗+𝑙 = 𝑞′) −Q(𝑊 𝑁 ′−1

𝑗+𝑙+1 = 𝑞′)| ⩽ Q(𝑍𝑗+𝑙 ⩾ 1) ⩽
(𝑗+𝑙+1)𝐿−1

∑

𝑖=(𝑗+𝑙)𝐿
Q(𝑋𝑖 = 1)

⇒ |Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞′) −Q(𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞′)| ⩽
𝛥−1
∑

𝑙=1
Q(𝑍𝑗+𝑙 ⩾ 1) ⩽

(𝑗+𝛥)𝐿−1
∑

𝑖=(𝑗+1)𝐿
Q(𝑋𝑖 = 1)

⇒
𝑞
∑

𝑢=1
|3

𝑗 (𝑞 , 𝑢)| ⩽
𝑞
∑

𝑢=1
Q(𝑍𝑗 = 𝑢)

(𝑗+𝛥)𝐿−1
∑

𝑖=(𝑗+1)𝐿
Q(𝑋𝑖 = 1) ⩽

(𝑗+1)𝐿−1
∑

𝑙=𝑗 𝐿

(𝑗+𝛥)𝐿−1
∑

𝑖=(𝑗+1)𝐿
Q(𝑋𝑙 = 1)Q(𝑋𝑖 = 1).

Now we should deal with the summation we left on hold, coming from the singled-out term with 𝑢 = 0, namely,
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+1 = 𝑞) −Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+1 = 𝑞)||
|

.

Using an analogous triangle inequality trick, by adding two mixed terms that have a gap 𝛥, and organizing them in the same
order used before, one verifies that the second term is bounded by 2(𝑁 , 𝐿, 𝛥) and the third one is bounded by 3(𝑁 , 𝐿, 𝛥). So it
suffices to account for the left over term

̃1(𝑁 , 𝐿, 𝛥) =
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

Q(𝑍𝑗 ⩾ 1)Q(𝑊 𝑁 ′−1
𝑗+𝛥 = 𝑞) −Q(𝑍𝑗 ⩾ 1, 𝑊 𝑁 ′−1

𝑗+𝛥 = 𝑞)||
|

,

as desired. ■

4. Borel–Cantelli type lemmata

The objective of this section is its final result, Lemma 4.3, which provides the almost sure convergence needed to back the
quenched result in the proof of Theorem 2.2. This lemma and its proof strategy was inspired in [24] (Lemma 9). To implement the
aid proof, a Borel–Cantelli argument is used with expectation control given by Lemma 4.1 and variance control given by Lemma 4.2.

Lemma 4.1. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying (H9’) (and so (H8), by Theorem 2.1). Then:

lim
𝐿→∞

lim
𝜌→0

�̂�(𝑍𝐿
𝛤𝜌

⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
= (∑∞

𝓁=1 𝓁𝜆𝓁)
−1 = 𝛼1 (19)

and

lim
𝐿→∞

lim
𝜌→0

�̂�(𝑍𝐿
𝛤𝜌

= 𝑛)

𝐿 ̂𝜇(𝛤𝜌)
= (∑∞

𝓁=1 𝓁𝜆𝓁)
−1𝜆𝑛 = 𝛼1𝜆𝑛(𝑛 ⩾ 1) (20)
11 
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Proof. Using (H9’) (for the following items (i.b,ii)) and (H8) (for items (i.a,iii–iv)): ∀𝜖 > 0

(i) ∃𝓁0(𝜖) ⩾ 1 so that

(a) ∑∞
𝓁=𝓁0(𝜖)

𝓁3𝜆𝓁 ⩽ 𝜖,

(b) ∀𝐿 ⩾ 1: ∑∞
𝓁=𝓁0(𝜖)

𝓁
+
�̂�𝓁(𝐿) ⩽

∑∞
𝓁=𝓁0(𝜖)

𝓁�̂�𝓁 ⩽ 𝜖.

(ii) ∀𝐿 ⩾ 1,∃𝜌1(𝜖 , 𝐿),∀𝜌 ⩽ 𝜌1(𝜖 , 𝐿):
−
�̂�𝓁(𝐿) − 𝜖∕(𝐿2) ⩽ �̂�𝓁(𝐿, 𝜌) ⩽

+
�̂�𝓁(𝐿) + 𝜖∕(𝐿2)(∀𝓁 = 1,… , 𝐿)

⇒
𝐿
∑

𝓁=𝓁0(𝜖)
𝓁�̂�𝓁(𝐿, 𝜌) ⩽

𝐿
∑

𝓁=𝓁0(𝜖)
𝓁
(+
�̂�𝓁(𝐿) + 𝜖∕(𝐿2)

)

⩽ 2𝜖 by (i).

(iii) ∀𝐿 ⩾ 1,∃𝜌3(𝜖 , 𝐿),∀𝜌 ⩽ 𝜌3(𝜖 , 𝐿):
−
𝜆𝓁(𝐿) − 𝜖∕(𝓁0(𝜖))2 ⩽ 𝜆𝓁(𝐿, 𝜌) ⩽

+
𝜆𝓁(𝐿) + 𝜖∕(𝓁0(𝜖))2(∀𝓁 = 1,… ,𝓁0(𝜖)).

(iv) ∃𝐿0(𝜖) > 𝓁0(𝜖),∀𝐿 ⩾ 𝐿0(𝜖):

|𝜆𝓁 −
−
𝜆𝓁(𝐿)| ⩽ 𝜖∕(𝓁0(𝜖))2, |𝜆𝓁 −

+
𝜆𝓁(𝐿)| ⩽ 𝜖∕(𝓁0(𝜖))2(∀𝓁 = 1,… ,𝓁0(𝜖))

⇒ |

+
𝜆𝓁(𝐿) −

−
𝜆𝓁(𝐿)| ⩽ 2𝜖∕(𝓁0(𝜖))2(∀𝓁 = 1,… ,𝓁0(𝜖)).

(v) (due to items (iv–v)) ∃𝐿0(𝜖),∀𝐿 ⩾ 𝐿0(𝜖),∃𝜌3(𝜖 , 𝐿),∀𝜌 ⩽ 𝜌3(𝜖 , 𝐿):
|𝜆𝓁(𝐿, 𝜌) −

∗
𝜆𝓁(𝐿)| ⩽ 3𝜖∕(𝓁0(𝜖))2(∀𝓁 = 1,… ,𝓁0(𝜖),∀ ∗∈ {−,+})

⇒ |𝜆𝓁(𝐿, 𝜌) − 𝜆𝓁| ⩽ 4𝜖∕(𝓁0(𝜖))2(∀𝓁 = 1,… ,𝓁0(𝜖),∀ ∗∈ {−,+})

⇒

|

|

|

|

|

|

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁(𝐿, 𝜌) −

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁

|

|

|

|

|

|

⩽
𝓁0(𝜖)
∑

𝓁=1
𝓁0(𝜖)4𝜖∕(𝓁0(𝜖))2 ⩽ 4𝜖 .

Now, considering any 𝜖 < 1∕5
∑∞

𝓁=1 𝓁𝜆𝓁 , 𝐿 ⩾ 𝐿0(𝜖) and 𝜌 ⩽ 𝜌1(𝜖 , 𝐿) ∧ 𝜌2(𝜖) ∧ 𝜌3(𝜖 , 𝐿), we evaluate the quantity of interest,
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)∕𝐿 ̂𝜇(𝛤𝜌), starting with its numerator:

�̂�(𝑍𝐿
𝛤𝜌

⩾ 1) = ∫𝛺
𝜇𝜔(𝑍

𝜔,𝐿
𝛤𝜌

⩾ 1)𝑑P(𝜔) = ∫𝛺
𝜇𝜔

(𝐿−1
⋃

𝑗=0
(𝑇 𝑗𝜔)

−1𝛤𝜌(𝜃𝑗𝜔)

)

𝑑P(𝜔)

(⋆)
= ∫𝛺

𝐿−1
∑

𝑗=0
𝜇𝜔((𝑇 𝑗𝜔)

−1𝛤𝜌(𝜃𝑗𝜔))𝑑P(𝜔) − ∫𝛺

𝐿−1
∑

𝓁=0
𝓁𝜇𝜔(𝑍

𝜔,𝐿
𝛤𝜌

= 𝓁 + 1)𝑑P(𝜔)

= 𝐿 ̂𝜇(𝛤𝜌) − ∫𝛺

(𝐿−1
∑

𝓁=0
𝓁𝜆𝜔𝓁+1(𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔)

= 𝐿 ̂𝜇(𝛤𝜌) − ∫𝛺

(𝓁0(𝜖)−1
∑

𝓁=0
𝓁𝜆𝜔𝓁+1(𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔) − ∫𝛺

( ∞
∑

𝓁=𝓁0(𝜖)
𝓁𝜆𝜔𝓁+1(𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔)

= 𝐿 ̂𝜇(𝛤𝜌) −
𝓁0(𝜖)−1
∑

𝓁=0
𝓁�̂�(𝑍𝐿

𝛤𝜌
= 𝓁 + 1) − ∫𝛺

( ∞
∑

𝓁=𝓁0(𝜖)
𝓁𝜆𝜔𝓁+1(𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔)

= 𝐿 ̂𝜇(𝛤𝜌) −
(𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁(𝐿, 𝜌)

)

�̂�(𝑍𝐿
𝛤𝜌
> 0) − ∫𝛺

( ∞
∑

𝓁=𝓁0(𝜖)+1
(𝓁 − 1)𝜆𝜔𝓁 (𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔)

where (⋆) applied a typical Venn diagram argument using overcounting and correction.
Then we consider the following two estimates.
First, we have that:

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁(𝐿, 𝜌)

(v)
⩽

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁 + 4𝜖 ⩽

∞
∑

𝓁=1
(𝓁 − 1)𝜆𝓁 + 5𝜖 and

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁(𝐿, 𝜌)

(v)
⩾

𝓁0(𝜖)
∑

𝓁=1
(𝓁 − 1)𝜆𝓁 − 4𝜖 =

∞
∑

𝓁=1
(𝓁 − 1)𝜆𝓁 −

∞
∑

𝓁=𝓁0(𝜖)+1
(𝓁 − 1)𝜆𝓁 − 4𝜖

(i.a)
⩾

∞
∑

𝓁=1
(𝓁 − 1)𝜆𝓁 − 5𝜖 .

Second, with 𝜐𝜔 (𝑥) = inf {𝑗 ⩾ 0 ∶ 𝑇 𝑗 ∈ 𝛤 (𝜃𝑗𝜔)}, we have that:
𝛤𝜌 𝜔 𝜌

12 
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0 ⩽ ∫𝛺

( ∞
∑

𝓁=𝓁0(𝜖)+1
(𝓁 − 1)𝜆𝜔𝓁 (𝐿, 𝜌)

)

𝜇𝜔(𝑍
𝜔,𝐿
𝛤𝜌

> 0)𝑑P(𝜔) ⩽
𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁�̂�(𝑍𝐿

𝛤𝜌
= 𝓁)

=
𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁
𝐿−1
∑

𝑗=0
�̂�(𝑍𝐿

𝛤𝜌
= 𝓁, 𝜐𝛤𝜌 = 𝑗) ⩽

𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁
𝐿−1
∑

𝑗=0
�̂�(𝑍𝐿−𝑗

𝛤𝜌
◦𝑆𝑗 = 𝓁, (𝑆𝑗 )−1𝛤𝜌)

=
𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁
𝐿−1
∑

𝑗=0
𝛼𝓁(𝐿 − 𝑗 , 𝜌)�̂�(𝛤𝜌) =

(𝐿−1
∑

𝑗=0

𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁𝛼𝓁(𝐿 − 𝑗 , 𝜌)

)

�̂�(𝛤𝜌)

⩽

[𝐿−1
∑

𝑗=0

( 𝐿
∑

𝓁=𝓁0(𝜖)+1
�̂�𝓁(𝐿 − 𝑗 , 𝜌)

)

+ 𝓁0(𝜖)�̂�𝓁0(𝜖)(𝐿 − 𝑗 , 𝜌) − 𝐿 ̂𝛼𝐿+1(𝐿 − 𝑗 , 𝜌)
]

�̂�(𝛤𝜌)

⩽

[𝐿−1
∑

𝑗=0

𝐿
∑

𝓁=𝓁0(𝜖)+1
𝓁�̂�𝓁(𝐿 − 𝑗 , 𝜌)

]

�̂�(𝛤𝜌)
(ii)
⩽ 2𝜖 𝐿 ̂𝜇(𝛤𝜌)

Combining what we obtained so far, it follows that:
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
⩽
𝐿 ̂𝜇(𝛤𝜌) −

(
∑∞

𝓁=1(𝓁 − 1)𝜆𝓁 − 5𝜖) �̂�(𝑍𝐿
𝛤𝜌

⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
= 1 −

( ∞
∑

𝓁=1
𝓁𝜆𝓁 − 1 − 5𝜖

) �̂�(𝑍𝐿
𝛤𝜌

⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)

⇒
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
⩽ 1

∑∞
𝓁=1 𝓁𝜆𝓁 − 5𝜖

and
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
⩾
𝐿 ̂𝜇(𝛤𝜌) −

(
∑∞

𝓁=1(𝓁 − 1)𝜆𝓁 + 5𝜖) �̂�(𝑍𝐿
𝛤𝜌

⩾ 1) − 2𝜖 𝐿 ̂𝜇(𝛤𝜌)
𝐿 ̂𝜇(𝛤𝜌)

= 1 −
( ∞
∑

𝓁=1
𝓁𝜆𝓁 − 1 + 5𝜖

) �̂�(𝑍𝐿
𝛤𝜌

⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
− 2𝜖

⇒
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
⩾ 1 − 2𝜖

∑∞
𝓁=1 𝓁𝜆𝓁 + 5𝜖

Considering the final two inequalities and passing lim𝜖→0 lim𝐿→∞ lim𝜌→0 we observe that

lim
𝐿→∞

lim
𝜌→0

�̂�(𝑍𝐿
𝛤𝜌

⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
= (∑∞

𝑘=1 𝑘𝜆𝑘)
−1 = 𝛼1

Alternating between lim sup’s and lim inf ’s let us reach the first desired conclusion.
Finally, to take care of the second desired conclusion, it suffices to note that

�̂�(𝑍𝐿
𝛤𝜌

= 𝑛)

𝐿 ̂𝜇(𝛤𝜌)
=
�̂�(𝑍𝐿

𝛤𝜌
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌)
�̂�(𝑍𝐿

𝛤𝜌
= 𝑛)

�̂�(𝑍𝐿
𝛤𝜌
> 0)

,

then take the appropriate limits and apply the first conclusion we have just proved (to obtain 𝛼1), together with the definition of
𝑛. ■

Lemma 4.2. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying (H1), (H3.1), (H4.1), (H5), (H6.1), (H6.2), (H7.1), (H7.2) and (H10.1).
Then: ∀𝑡 > 0,∀𝑛 ⩾ 1, ∀𝐿 ⩾ 1, ∃𝜌var (𝐿) > 0, ∀𝜌 ⩽ 𝜌var (𝐿) small enough so that 𝑁 ∶= ⌊

𝑡
�̂�(𝛤𝜌)

⌋ ⩾ 3 and 𝑁 ′ ∶= 𝑁
𝐿 ∈ N⩾3,7 one has:

varP(W𝜌) ⩽ 𝐶𝑡,𝐿 ⋅ 𝜌𝑞 , ∀𝑞 ∈
(

0, 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)
)

,

where

W𝜌(𝜔) ∶=
𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛), 𝑍𝜔
𝑗 ∶=

(𝑗+1)𝐿−1
∑

𝑙=𝑗 𝐿
1𝛤𝜌(𝜃𝑙𝜔) ◦ 𝑇

𝑙
𝜔

and 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p) is a positive quantity to be presented in the proof (which can be written explicitly).

Proof. Let 𝑡, 𝑛 and 𝐿 be as in the statement. Fix 𝛼 ∈ (0, 1). Set 𝜌var (𝐿) ⩽ 𝜌sep(𝐿) ∧ 𝜌dim small enough so that 𝑁𝛼 < 𝑁 ′. Consider
𝜌 ⩽ 𝜌var (𝐿) as in the statement.

For a given 𝑗 ∈ [0, 𝑁 ′ − 1], write 𝜔′ = 𝜃𝑗 𝐿𝜔 and notice that

EP(W𝜌) =
𝑁 ′−1
∑

𝑗=0
EP

(

𝜇𝜔(𝑍𝜔
𝑗 = 𝑛)

)

=
𝑁 ′−1
∑

𝑗=0
EP

(

𝜇𝜔′ (
∑𝐿−1
𝑖=0 1𝛤𝜌(𝜃𝑖𝜔′) ◦ 𝑇

𝑖
𝜔′=𝑛)

)

=
𝑁 ′−1
∑

𝑗=0
EP(𝜇𝜔(𝑍𝜔

0 = 𝑛)) =
𝑁 ′−1
∑

𝑗=0
�̂�(𝑍0 = 𝑛) = 𝑁 ′�̂�(𝑍0 = 𝑛).
7 See footnote 6 . 13 
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Now fix 𝛥 ∶= 𝑁𝛼 < 𝑁 ′. Then:

EP(W𝜌
2) =

𝑁 ′−1
∑

𝑖,𝑗=0
∫𝛺

𝜇𝜔(𝑍𝜔
𝑖 = 𝑛)𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝑑P(𝜔)

= 2
𝑁 ′−1
∑

𝑖=0

(𝑖+𝛥)∧(𝑁 ′−1)
∑

𝑗=𝑖 ∫𝛺
𝜇𝜔(𝑍𝜔

𝑖 = 𝑛)𝜇𝜔(𝑍𝜔
𝑗 = 𝑛)𝑑P(𝜔) + 2

𝑁 ′−1
∑

𝑖=0

𝑁 ′−1
∑

𝑗=(𝑖+𝛥)∧(𝑁 ′−1)+1
∫𝛺

𝜇𝜔(𝑍𝜔
𝑖 = 𝑛)𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝑑P(𝜔)

=∶ (𝐼) + (𝐼 𝐼).

Immediately we get that

𝜇𝜔(𝑍𝜔
𝑗 = 𝑛) ⩽ 𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1) ⩽
(𝑗+1)𝐿−1
∑

𝑙=𝑗 𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌(𝜃

𝑙𝜔))
(H6.2)
≲ 𝐿𝜌𝑑0

⇒ (𝐼) ≲ 𝐿𝜌𝑑0𝛥EP(W𝜌) = 𝛥𝜌𝑑0𝑁 ̂𝜇(𝑍0 = 𝑛).

Most of the remaining work is to control component (𝐼 𝐼).
Fix 𝜔 ∈ 𝛺 and, for a given 𝑖 ∈ [0, 𝑁 ′ − 1], write 𝜔′ = 𝜃𝑖𝐿𝜔. Moreover, consider 𝑟 ∈ (0, 𝜌∕2), 𝑣 ∈ [0, 𝐿 − 1] and denote by

𝑈𝑣,𝜔′ = 𝛤𝜌(𝜃𝑣𝜔′),
−
𝑈𝑣,𝑟,𝜔′ = 𝐵𝑟(𝑈𝑣,𝜔′ 𝑐 )𝑐 ,

+
𝑈𝑣,𝑟,𝜔′ = 𝐵𝑟(𝑈𝑣,𝜔′ ), (21)

respectively, the 𝜌-sized target with noise 𝜔′ 𝑣-steps ahead; its reduction by radius 𝑟; and its enlargement by radius 𝑟. They relate
as

−
𝑈𝑣,𝑟,𝜔′ ⊂ 𝑈𝑣,𝜔′ ⊂

+
𝑈𝑣,𝑟,𝜔′ .

Moreover, dynamical counterparts of those in Eq. (21) are denoted by

{𝑍𝜔′
0 = 𝑛} = 𝜔′ =

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1𝑈𝑣𝑙 ,𝜔′ ∩
⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1𝑈𝑣,𝜔′

𝑐

⎞

⎟

⎟

⎟

⎠

,

−
 𝑟,𝜔′ =

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1
−
𝑈𝑣𝑙 ,𝜔′ ∩

⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1

+
𝑈𝑣,𝜔′

𝑐⎞
⎟

⎟

⎟

⎠

,

+
 𝑟,𝜔′ =

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1
+
𝑈𝑣𝑙 ,𝜔′ ∩

⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1

−
𝑈𝑣,𝜔′

𝑐
⎞

⎟

⎟

⎟

⎠

,

describing

– the locus of points which hit the 𝜌-sized target exactly 𝑛 times during the time interval [0, 𝐿 − 1] when given the noise 𝜔′;
– the reduction of the first by radius 𝑟, in the sense that hits are considered in a 𝑟-stringent way (at least 𝑟-inside the 𝜌-sized

target) and non-hits are considered in a 𝑟-stringent way (at least 𝑟-away from the 𝜌-sized target);
– the enlargement of the first by radius 𝑟, in the sense that hits are considered in a 𝑟-permissive way (at most 𝑟-away from the
𝜌-sized target) and non-hits are considered in a 𝑟-permissive way (at most 𝑟-inside the 𝜌-sized target).

They relate as
−
 𝑟,𝜔′ ⊂ 𝜔′ ⊂

+
 𝑟,𝜔′ .

Finally, define

−
𝜙𝜔

′
𝑟 (𝑥) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1, 𝑥 ∈
−
 𝑟,𝜔′

0, 𝑥 ∈ 𝜔′
𝑐

𝑑𝑀 (𝑥,𝜔′
𝑐 )

𝑑𝑀 (𝑥,𝜔′
𝑐 )+𝑑𝑀 (𝑥,

−
 𝑟,𝜔′ )

, 𝑥 ∈ 𝜔′
𝑐 ⧵

−
 𝑟,𝜔′

+
𝜙𝜔

′
𝑟 (𝑥) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1, 𝑥 ∈ 𝜔′

0, 𝑥 ∈
+
 𝑟,𝜔′

𝑐

𝑑𝑀 (𝑥,
+
 𝑟,𝜔′

𝑐 )

𝑑𝑀 (𝑥,
+
 𝑟,𝜔′

𝑐 )+𝑑𝑀 (𝑥,𝜔′ )
, 𝑥 ∈

+
 𝑟,𝜔′ ⧵𝜔′

. (22)

They relate as
−
𝜙𝜔′𝑟 ⩽ 1𝜔′

⩽
+
𝜙𝜔′𝑟 .

Using that Lip𝑑𝑀
(

𝑑𝑀 (𝑥,
+
 𝑟,𝜔′ )

)

,Lip𝑑𝑀
(

𝑑𝑀 (𝑥,𝜔′ )
)

⩽ 1, it can be checked that

Lip𝑑𝑀 (
+
𝜙𝜔

′
𝑟 ) ⩽ 6 diam(𝑀)

(

min𝑥∈𝑀 [𝑑𝑀 (𝑥,
+
 𝑟,𝜔′ ) + 𝑑𝑀 (𝑥,𝜔′ )]

)2
⩽ 6 diam(𝑀)

𝑑𝑚𝑖𝑛
(

𝜔′ ,
+
 𝑟,𝜔′

𝑐
)2
,

where 𝑑
(

 ,
+
 𝑐) ∶= inf {𝑑 (𝑥, 𝑦) ∶ 𝑥 ∈  , 𝑦 ∈

+
 𝑐}.
𝑚𝑖𝑛 𝜔′ 𝑟,𝜔′ 𝑀 𝜔′ 𝑟,𝜔′

14 
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Notice that for a point 𝑥 ∈ 𝜔′ to be minimally-displaced in such a way as to reach
+
 𝑟,𝜔′

𝑐 , either: (a) some of the hits in its
0, 𝐿−1]-orbit are consequently-displaced to an extent which now makes it at least 𝑟-away from associated 𝜌-sized target, or (b)
ome of the non-hits in its [0, 𝐿−1]-orbit are consequently-displaced to an extent which now makes it at least 𝑟-inside the associated
-sized target. In either case, the associated entry in the [0, 𝐿−1]-orbit image point of 𝑥 has to be consequently-displaced by distance

at least 𝑟. When the said entry being consequently-displaced happens to be the last one in the orbit of 𝑥, i.e., its 𝐿− 1 iterate — by
the expanding feature of the system (H3.1) and since 𝜔′ ⊂

⋃𝐿−1
𝑗=0 (𝑇

𝑗
𝜔′ )

−1𝛤3∕2𝜌(𝜃𝑗𝜔′)
(H4.1)
⊂

+
𝜔′𝐿−1 — this is when 𝑥 would have to be

isplaced the least: no more than 𝑟∕𝑎𝐿−1 (use (H4.1) and (H3.2)). Therefore 𝑟∕𝑎𝐿−1 ⩽ 𝑑𝑚𝑖𝑛
(

𝜔′ ,
+
 𝑟,𝜔′

𝑐), and so

Lip𝑑𝑀 (
+
𝜙𝜔′𝑟 ) ⩽ 6 diam(𝑀)𝑎𝐿−12∕𝑟2,

‖

+
𝜙𝜔′𝑟 ‖𝐿𝑖𝑝𝑑𝑀

= ‖

+
𝜙𝜔′𝑟 ‖∞∨ Lip𝑑𝑀 (

+
𝜙𝜔′𝑟 ) = 1∨ Lip𝑑𝑀 (

+
𝜙𝜔′𝑟 ) = Lip𝑑𝑀 (

+
𝜙𝜔′𝑟 ) ⩽ 6 diam(𝑀)𝑎𝐿−12∕𝑟2,

(23)

where the last equality follows from 𝜌 being sufficiently small.
Now we start looking at (𝐼 𝐼) directly:

|

|

|

|

|

∫𝛺
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝜇𝜔(𝑍𝜔
𝑖 = 𝑛)𝑑P(𝜔) − ∫𝛺

𝜇𝜔(𝑍𝜔
𝑗 = 𝑛)𝜇𝜔′ (

+
𝜙𝜔

′
𝑟 )𝑑P(𝜔)

|

|

|

|

|

=
|

|

|

|

|

∫𝛺
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝜇𝜔′ (1𝜔′
)𝑑P(𝜔) − ∫𝛺

𝜇𝜔(𝑍𝜔
𝑗 = 𝑛)𝜇𝜔′ (

+
𝜙𝜔

′
𝑟 )𝑑P(𝜔)

|

|

|

|

|

≲ ∫𝛺
𝜇𝜃𝑗𝜔(𝑍𝜃𝑗𝜔

0 = 𝑛)𝐿 𝑟
𝜂

𝜌𝛽
𝑑P(𝜔) = 𝐿 𝑟

𝜂

𝜌𝛽
�̂�(𝑍0 = 𝑛),

where the ≲ is because

𝜇𝜔′ (
+
𝜙𝜔

′
𝑟 ) ⩽ 𝜇𝜔′ (

+
 𝑟,𝜔′ ⧵

−
 𝑟,𝜔′ ) ⩽

𝐿−1
∑

𝑣=0
𝜇𝜃𝑣𝜔(

+
𝑈𝑣,𝑟,𝜔′ ⧵

−
𝑈𝑣,𝑟,𝜔′ )

(H6.2)
≲ 𝐿 𝑟

𝜂

𝜌𝛽
.

The approximating term that appeared above is transformed as follows8:
|

|

|

|

|

∫𝛺
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝜇𝜔′ (
+
𝜙𝜔

′
𝑟 )𝑑P(𝜔) − ∫𝛺

𝜇𝜔′ (1{𝑍𝜔′𝑗−𝑖=𝑛}

+
𝜙𝜔

′
𝑟 )𝑑P(𝜔)

|

|

|

|

|

=
|

|

|

|

|

∫𝛺
𝜇𝜔′ (𝑍𝜔′

𝑗−𝑖 = 𝑛)𝜇𝜔′ (
+
𝜙𝜔

′
𝑟 )𝑑P(𝜔) − ∫𝛺

𝜇𝜔′ (1{𝑍𝜃(𝑗−𝑖)𝐿𝜔′0 ◦ 𝑇 (𝑗−𝑖)𝐿
𝜔′

=𝑛}

+
𝜙𝜔

′
𝑟 )𝑑P(𝜔)

|

|

|

|

|

= ∫𝛺

|

|

|

|

|

𝜇𝜃(𝑗−𝑖)𝐿𝜔′ (𝑍
𝜃(𝑗−𝑖)𝐿𝜔′
0 = 𝑛)𝜇𝜔′ (

+
𝜙𝜔

′
𝑟 ) − 𝜇𝜔′ (1{𝑍𝜃(𝑗−𝑖)𝐿𝜔′0 =𝑛}

◦ 𝑇 (𝑗−𝑖)𝐿
𝜔′

+
𝜙𝜔

′
𝑟 )

|

|

|

|

|

𝑑P(𝜔)

(𝐻7.1)
≲ ∫𝛺

((𝑗 − 𝑖)𝐿)−p‖
+
𝜙𝜔

′
𝑟 ‖Lip𝑑𝑀

𝑑P(𝜔) ≲ ((𝑗 − 𝑖)𝐿)−p
𝑎𝐿−12

𝑟2
.

Whereas the new approximating term which appeared above is transformed as follows:

∫𝛺
𝜇𝜔′ (1{𝑍𝜔′𝑗−𝑖=𝑛}

+
𝜙𝜔

′
𝑟 )𝑑P(𝜔) = ∫𝛺×𝑀

1{𝑍𝑗−𝑖=𝑛}
+
𝜙𝑟𝑑 ̂𝜇 = ∫𝛺×𝑀

1{𝑍0=𝑛} ◦𝑆
(𝑗−𝑖)𝐿

+
𝜙𝑟𝑑 ̂𝜇

and
|

|

|

|

|

∫𝛺×𝑀
1{𝑍0=𝑛} ◦𝑆

(𝑗−𝑖)𝐿
+
𝜙𝑟𝑑 ̂𝜇 − ∫𝛺×𝑀

1{𝑍0=𝑛}𝑑 ̂𝜇 ⋅ ∫𝛺×𝑀

+
𝜙𝑟𝑑 ̂𝜇

|

|

|

|

|

(𝐻7.2)
≲ ((𝑗 − 𝑖)𝐿)−p‖

+
𝜙𝑟‖Lip𝑑𝛺×𝑀

≲ ((𝑗 − 𝑖)𝐿)−p
𝑎𝐿−1

2

𝑟2
,

where, recalling that
+
𝜙𝜔𝑟 =

+
𝜙𝜔𝑟 (𝑛, 𝐿, 𝜌), we have used that9

Lip𝑑𝛺×𝑀
(
+
𝜙𝑟) = sup

(𝜔1 ,𝑥1)≠(𝜔2 ,𝑥2)

|

+
𝜙𝜔1𝑟 (𝑥1) −

+
𝜙𝜔2𝑟 (𝑥2)|

𝑑𝛺(𝜔1, 𝜔2) ∨ 𝑑𝑀 (𝑥1, 𝑥2)

⩽ sup
𝑥1

sup
𝜔1≠𝜔2

|

+
𝜙𝜔1𝑟 (𝑥1) −

+
𝜙𝜔2𝑟 (𝑥1)|

𝑑𝛺(𝜔1, 𝜔2)
+ sup

𝜔2
sup
𝑥1≠𝑥2

|

+
𝜙𝜔2𝑟 (𝑥1) −

+
𝜙𝜔2𝑟 (𝑥2)|

𝑑𝑀 (𝑥1, 𝑥2)

⩽
𝑎𝐿−1

2

𝑟2
+ sup

𝑥
sup
𝜔1≠𝜔2

|

+
𝜙𝜔1𝑟 (𝑥) −

+
𝜙𝜔2𝑟 (𝑥)|

𝑑𝛺(𝜔1, 𝜔2)
(⋆)
⩽
𝑎𝐿−1

2

𝑟2
+

(𝛼𝐿𝛽 + 𝛾)𝑎𝐿−12

𝑟2
≲
𝛼𝐿𝑎𝐿−12

𝑟2
,

with (⋆) following from 𝜔 ↦
+
𝜙𝜔𝑟 (𝑥) being a locally Lipschitz function whose associated local Lipschitz constants are bounded by

(𝛼𝐿𝛽+𝛾)𝑎𝐿−12

𝑟2
, where 𝛼 = Lip(𝜃) ∨ 1, 𝛽 = Lip(𝛤 ) ∨ 1, 𝛾 = sup𝑥∈𝑀 Lip(𝑇⋅(𝑥) ∶ 𝛺 →𝑀). This is verified in the following paragraphs.
8 Notice that ‖

+
𝜙𝜔′

𝑟 ‖Lip𝑑𝑀
≲ 𝑎𝐿−12∕𝑟2 a.s. is enough to justify the above inequality. However, our hypotheses imply this is true for every 𝜔. This might seem

an excess, but later in the proof we will need the inequality for every 𝜔. See the next footnote.
9 Here one needs ‖

+
𝜙𝜔′

𝑟 ‖Lip𝑑𝑀
⩽ 𝑎𝐿1

2∕𝑟2 for every 𝜔. See the previous footnote.
15 
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Fix 𝑥 ∈ 𝑀 and consider 𝜔 ∈ 𝛺. In case 𝑥 ∈ int (𝜔) (or int (
+
 𝑟,𝜔

𝑐 )), there is 𝑢𝑥(𝜔) > 0 so that �̃� ∈ 𝐵𝑢𝑥(𝜔)(𝜔) implies 𝑥 ∈ int�̃�

(or int
+
 𝑟, ̃𝜔𝑐), so the function of interest is locally constant. In case 𝑥 ∈ int (

+
 𝑟,𝜔

𝑐 ⧵𝜔), it boils down to understand how the linear

interpolation within
+
𝜙𝑟 varies with �̃� ∈ 𝐵𝑢′𝑥(𝜔)(𝜔), where 𝑢′𝑥(𝜔) is that for which �̃� ∈ 𝐵𝑢′𝑥(𝜔)(𝜔) implies 𝑥 ∈ int (

+
 𝑟, ̃𝜔𝑐 ⧵�̃�). For this

purpose, we first evaluate the Lipschitz constant of �̃� ∈ 𝐵𝑢′𝑥(𝜔)(𝜔) ↦ 𝑑(𝑥,�̃�) and �̃� ∈ 𝐵𝑢′𝑥(𝜔)(𝜔) ↦ 𝑑(𝑥,
+
 𝑟, ̃𝜔𝑐 ). Respectively:

(i)
|𝑑(𝑥,𝜔) − 𝑑(𝑥,�̃�)| ⩽ 𝑑𝐻 (𝜔,�̃�)

⩽

(

(

sup
𝜔

Lip
(

𝑇 −1
𝜔 ∶ 𝒫 (𝑀) → 𝒫 (𝑀)

)

∨ 1
)𝐿

⋅ (Lip(𝛤 ) ∨ 1) ⋅ (Lip(𝜃) ∨ 1)𝐿 + sup
𝐴∈𝒫 (𝑀)

Lip
(

𝑇⋅
−1𝐴 ∶ 𝛺 → 𝒫 (𝑀)

)

)

𝑑𝛺(𝜔, �̃�)

⩽ (𝛼𝐿𝛽 + 𝛾)𝑑𝛺(𝜔, �̃�).

since

Lip
(

⋂

∶𝒫 (𝑀)×𝒫 (𝑀)→𝒫 (𝑀)
)

⩽1,Lip
(

⋃

∶𝒫 (𝑀)×𝒫 (𝑀)→𝒫 (𝑀)
)

⩽1,Lip
(

𝐵𝜌∶𝒫 (𝑀)→𝒫 (𝑀)
)

⩽ 1,

sup
𝜔

Lip
(

𝑇 −1
𝜔 ∶ 𝒫 (𝑀) → 𝒫 (𝑀)

)

⩽ 1∕ inf
𝜔∈𝛺

inf
𝜉∈𝐶𝜔1

CoLip(𝑇𝜔|𝜉 ∶ 𝜉 →𝑀) ⩽ 1

and

sup
𝐴∈𝒫 (𝑀)

Lip
(

𝑇⋅
−1𝐴∶𝛺→𝒫 (𝑀)

)

⩽
sup
𝑥∈𝑀

Lip(𝑇⋅(𝑥) ∶ 𝛺 →𝑀)

inf
𝜔∈𝛺

inf
𝜉∈𝐶𝜔1

CoLip(𝑇𝜔|𝜉 ∶ 𝜉 →𝑀)
⩽ sup
𝑥∈𝑀

Lip(𝑇⋅(𝑥)∶𝛺→𝑀),

where CoLip(T) = inf𝑥≠𝑦 𝑑(𝑇 𝑥,𝑇 𝑦)
𝑑(𝑥,𝑦) .

(ii) Similarly,
|𝑑(𝑥,

+
 𝑟,𝜔

𝑐 ) − 𝑑(𝑥,
+
 𝑟, ̃𝜔𝑐 )| ⩽ (𝛼𝐿𝛽 + 𝛾)𝑑𝛺(𝜔, �̃�),

since also Lip(𝐵𝑟∶𝒫 (𝑀)→𝒫 (𝑀)) ⩽ 1.

To conclude justifying (⋆), one repeats the calculations for the Lipschitz constant of a quotient and applies (i) and (ii) to get that

Lip𝑑𝛺

⎛

⎜

⎜

⎜

⎝

𝑑𝑀 (𝑥,
+
 𝑟,𝜔′

𝑐 )

𝑑𝑀 (𝑥,
+
 𝑟,𝜔′

𝑐 ) + 𝑑𝑀 (𝑥,𝜔′ )

⎞

⎟

⎟

⎟

⎠

⩽ 4 diam(𝑀)(𝛼𝐿𝛽 + 𝛾)

𝑑𝑚𝑖𝑛(
+
 𝑟,𝜔′

𝑐 ,𝜔′ )2
𝑑𝛺(𝜔, �̃�) ≲

(𝛼𝐿𝛽 + 𝛾)𝑎𝐿−12

𝑟2
𝑑𝛺(𝜔, �̃�).

Finally, we notice that
|

|

|

|

|

�̂�(𝑍0=𝑛)�̂�(
+
𝜙𝑟)−�̂�(𝑍0=𝑛)2

|

|

|

|

|

⩽�̂�(𝑍0=𝑛)∫𝛺
𝜇𝜔(

+
𝜙𝜔𝑟 − 1𝜔

)𝑑P(𝜔)
(H6.2)
≲ 𝐿 𝑟

𝜂

𝜌𝛽
�̂�(𝑍0=𝑛).

Combining the previous four steps, we arrive at
|

|

|

|

∫𝛺
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛)𝜇𝜔(𝑍𝜔
𝑖 = 𝑛)𝑑P(𝜔) − �̂�(𝑍0 = 𝑛)2

|

|

|

|

≲ 𝐿 𝑟
𝜂

𝜌𝛽
�̂�(𝑍0 = 𝑛) + ((𝑗 − 𝑖)𝐿)−p 𝛼

𝐿𝑎𝐿−12

𝑟2
,

which implies
(𝐼 𝐼)≲

𝑁 ′−1
∑

𝑖=0

𝑁 ′−1
∑

𝑗=(𝑖+𝛥)∧(𝑁 ′−1)+1

(

�̂�(𝑍0 = 𝑛)2 + 𝐿 𝑟
𝜂

𝜌𝛽
�̂�(𝑍0 = 𝑛) + ((𝑗 − 𝑖)𝐿)−p 𝛼

𝐿𝑎𝐿−12

𝑟2

)

≲𝑁 ′(𝑁 ′ − 𝛥)
(

�̂�(𝑍0 = 𝑛)2 + 𝐿 𝑟
𝜂

𝜌𝛽
�̂�(𝑍0 = 𝑛)

)

+𝑁 ′ 𝛼
𝐿𝑎𝐿−12

𝑟2
(𝛥𝐿)−p+1.

Then we can conclude the following about the variance:
16 
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varP(W𝜌) = EP(W𝜌
2) − (EP(W𝜌))2

≲ 𝛥𝜌𝑑0𝑁 ̂𝜇(𝑍0 = 𝑛)

+ 𝑁 ′(𝑁 ′−𝛥)
(

�̂�(𝑍0=𝑛)2 + 𝐿
𝑟𝜂

𝜌𝛽
�̂�(𝑍0=𝑛)

)

+𝑁 ′ 𝛼
𝐿𝑎𝐿−12

𝑟2
(𝛥𝐿)−p+1

− 𝑁 ′2�̂�(𝑍0 = 𝑛)2.

≲ 𝛥𝜌𝑑0𝑁 ̂𝜇(𝑍0 = 𝑛) +𝑁 ′2𝐿 𝑟
𝜂

𝜌𝛽
�̂�(𝑍0 = 𝑛) +𝑁 ′ 𝛼

𝐿𝑎𝐿−12

𝑟2
(𝛥𝐿)−p+1

(⋆)
≲ 𝑁𝛼𝐿𝜌𝑑0 +𝑁 𝑟𝜂

𝜌𝛽
+ 𝛼𝐿𝑎𝐿−12𝐿−p𝑁 𝑁𝛼(−p+1)

𝑟2
(⋆⋆)
≲ 𝑡𝛼

�̂�(𝛤𝜌)𝛼
𝐿𝜌𝑑0 + 𝑡

�̂�(𝛤𝜌)
𝜌𝑤𝜂−𝛽 + 𝛼𝐿𝑎𝐿−12𝐿−p 𝑡

�̂�(𝛤𝜌)
𝑡𝛼(−p+1)

�̂�(𝛤𝜌)𝛼(−p+1)
𝜌−2𝑤

(H6.1)
≲ 𝐿𝜌𝑑0−𝛼 𝑑1 + 𝜌𝑤𝜂−𝛽−𝑑1 + 𝛼𝐿𝑎𝐿−12𝐿−p𝜌𝛼 𝑑0(p−1)−2𝑤−𝑑1

(⋆⋆⋆)
≲ 𝜌𝑑0−𝛼 𝑑1 + 𝜌𝑤𝜂−𝛽−𝑑1 + 𝜌𝛼 𝑑0(p−1)−2𝑤−𝑑1 ,

where (⋆) uses 𝑁 ′�̂�(𝑍0 = 𝑛) ⩽ 𝑁 𝐿−1�̂�(𝑍0 ⩾ 1) ⩽ 𝑁 𝐿−1𝐿 ̂𝜇(𝛤𝜌) ≲ 𝑡 and 𝑡 is incorporated into the ≲ sign; (⋆⋆) uses the choice 𝑟 ∶= 𝜌𝑤
for a given 𝑤 > 1; and (⋆ ⋆ ⋆) incorporates 𝐿 dependent quantities on ≲. Notice that 𝑡 and 𝐿 dependent constants being incorporated
inside ≲ is associated to the use of a constant 𝐶𝑡,𝐿 in the statement.

Finally, we need to choose (𝛼 , 𝑤) ∈ (0, 1) × (1,∞) so that

⎧

⎪

⎨

⎪

⎩

𝑑0 > 𝛼 𝑑1
𝑤𝜂 > 𝛽 + 𝑑1
𝛼 𝑑0(p − 1) > 2𝑤 + 𝑑1

i.e.
⎧

⎪

⎨

⎪

⎩

𝛼 < 𝑑0
𝑑1

∧ 1 = 𝑑0
𝑑1

𝑤 > 𝛽+𝑑1
𝜂 ∨ 1

𝑤 < 𝛼 𝑑0(p−1)−𝑑1
2 ,

(24)

which admits a solution if, and only if,

𝛽 + 𝑑1
𝜂

∨ 1 =
𝑑0
𝑑1
𝑑0(p − 1) − 𝑑1

2
⇔ 𝑑0(p − 1) >

2
(

𝛽+𝑑1
𝜂 ∨ 1

)

+ 𝑑1
𝑑0∕𝑑1

.

This is guaranteed by the parametric constraint (H10.1), so there exists some solution (𝛼∗, 𝑤∗) to system (24). Actually, the space
of solutions to system (24) forms a non-empty triangle in the (𝛼 , 𝑤) space and one can choose (𝛼∗, 𝑤∗) as its incenter, a function of
𝑑0, 𝑑1, 𝜂 , 𝛽 and p. This choice defines 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p) ∈ R>0, what we call the margin of the latter system, that is, the10 quantity11

satisfying

⎧

⎪

⎨

⎪

⎩

𝑑0 − 𝛼∗(𝑑1, 𝑑1, 𝜂 , 𝛽 , p)𝑑1 > 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)
𝑤∗(𝑑1, 𝑑1, 𝜂 , 𝛽 , p)𝜂 − 𝛽 − 𝑑1 > 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)
𝛼∗(𝑑1, 𝑑1, 𝜂 , 𝛽 , p)𝑑0(p − 1) − 2𝑤∗(𝑑1, 𝑑1, 𝜂 , 𝛽 , p) − 𝑑1 > 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p).

(25)

Notice that the choice and margin appearing above boil down to functions of the parameters. Finally, under this choice, the margin
gives what we are after:

varP(W𝜌) ⩽ 𝐶𝑡,𝐿 ⋅ 𝜌𝑞(𝑑0 ,𝑑1 ,𝜂 ,𝛽 ,p) ⩽ 𝐶𝑡,𝐿 ⋅ 𝜌𝑞 ,∀𝑞 ∈
(

0, 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)
)

. ■

Lemma 4.3. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying (H3.1), (H4.1), (H6.1), (H6.2), (H7.1), (H7.2), (H9’) and (H10.1).
Then: ∀𝑡>0,∀𝑛⩾1,∀(𝜌𝑚)𝑚⩾1↘0 with ∑

𝑚⩾1 𝜌𝑚
𝑞<∞ (for some 0<𝑞 <𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p)), denoting 𝑁 = ⌊

𝑡
�̂�(𝛤𝜌𝑚 )

⌋ and 𝑁 ′ = 𝑁
𝐿 ,12 one has:

(1)

lim
𝐿→∞

lim
𝑚→∞

𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛) = 𝑡𝛼1𝜆𝑛, P-a.s.

(2)

lim
𝐿→∞

lim
𝑚→∞

𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1) = 𝑡𝛼1, P-a.s.

(3)

lim
𝑚→∞

𝑁−1
∑

𝑗=0
𝜇𝜃𝑗𝜔(𝛤𝜌𝑚 (𝜃

𝑗𝜔)) = 𝑡, P-a.s.,

where 𝑍𝜔
𝑗 =

∑(𝑗+1)𝐿−1
𝑙=𝑗 𝐿 1𝛤𝜌𝑚 (𝜃

𝑙𝜔) ◦ 𝑇 𝑙𝜔.
10 Since system (24) is made of open conditions, there is no largest margin satisfying Eq. (25), so, to fix a canonical one, we consider half of the supremum
f all eligible margins.
11 Both the incenter (𝛼∗ , 𝑤∗) and the margin 𝑞(𝑑0 , 𝑑1 , 𝜂 , 𝛽 ,p) can be given explicit formulas, but they will not be used, so we omit them.
12 See footnote 6.
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Proof. Let 𝑡, 𝑛 and (𝜌𝑚)𝑚⩾1 be as in the statement. Consider 𝐿 ⩾ 1 and 𝑚 large enough so that 𝜌𝑚 ⩽ 𝜌var (𝐿), 𝑁 ⩾ 3 and 𝑁 ′ ⩾ 3.
enote also W𝜌(𝜔) =

∑𝑁 ′−1
𝑗=0 𝜇𝜔(𝑍𝜔

𝑗 = 𝑛).
Using Chebycheff’s inequality combined with Lemma 4.2, we get that

P
(

|

|

|

W𝜌 − EP(W𝜌)
|

|

|

> 𝑎
)

⩽
varP(W𝜌)

𝑎2
⩽
𝐶𝑡,𝐿
𝑎2

𝜌𝑞 ,

and therefore, since ∑

𝑚⩾1 𝜌𝑚
𝑞 < ∞, Borel–Cantelli lemma let us conclude that

lim
𝑚→∞

|

|

|

W𝜌𝑚 − EP(W𝜌𝑚 )
|

|

|

= 0, P-a.s.

On the other hand,

EP(W𝜌𝑚 ) =
1
𝐿

𝑡
�̂�(𝛤𝜌𝑚 )

�̂�(𝑍0 = 𝑛) = 𝑡
�̂�(𝑍𝐿

𝛤𝜌𝑚
⩾ 1)

𝐿 ̂𝜇(𝛤𝜌𝑚 )
�̂�(𝑍𝐿

𝛤𝜌𝑚
= 𝑛)

�̂�(𝑍𝐿
𝛤𝜌𝑚

⩾ 1)
,

so, by Lemma 4.1 and the definition of 𝜆𝑛, we have that

lim
𝐿→∞

lim
𝑚→∞

EP(W𝜌𝑚 ) = 𝑡𝛼1𝜆𝑛

and therefore, combining the previous two centered limits, conclusion (1) follows:

lim
𝐿→∞

lim
𝑚→∞

W𝜌𝑚 = 𝑡𝛼1𝜆𝑛, P-a.s.

For (2), it suffices to repeat the argument noticing that the new expectation will be driven by 𝑡
�̂�(𝑍𝐿𝛤𝜌𝑚

⩾1)

𝐿 ̂𝜇(𝛤𝜌𝑚 ) , whose double limit is
𝛼1.

For (3), it suffices to fix 𝐿 = 1 and 𝑛 = 1 in the above argument, and after the Borel–Cantelli step, notice that

EP(W𝜌𝑚 ) = 𝑡
�̂�(𝛤𝜌𝑚 )
�̂�(𝛤𝜌𝑚 )

𝑚→∞
→ 𝑡. ■

5. Proof of Theorem 2.2

5.1. Applying the abstract approximation theorem

Let 𝑡 > 0, 𝑛 ⩾ 1 (𝑛 = 0 is the leftover case) and 𝜔 ∈ 𝛺.
Fix, once and for all, (𝜌𝑚)𝑚⩾1 ↘ 0 fast enough so that ∑𝑚⩾1 𝜌𝑚

𝑞 < ∞, for some 0 < 𝑞 < 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p).
Consider 𝐿 ⩾ 𝑛, which should be chosen independently of previous variables.
Define 𝑁 ∶=

⌊ 𝑡
�̂�(𝛤𝜌𝑚 )

⌋

and 𝑁 ′
𝑚,𝐿 ∶= 𝑁𝑚

𝐿 ∈ N⩾3
13. Let 𝑣 ∈ (0, 𝑑0) and set 𝛥 ∶= 𝜌𝑚−𝑣. We will consider 𝑚 large enough (depending

on 𝐿) so that 𝑁 ⩾ 3, 𝛥 ⩾ 2, 𝜌 ⩽ 𝜌var (𝐿), 𝐿 ⩽ ⌊

𝑁
3 ⌋ and 𝛥 < 𝑁 ′.

We want to study

𝜇𝜔(𝑍
𝜔,𝑁
𝛤𝜌𝑚

= 𝑛) = 𝜇𝜔(
∑𝑁−1
𝑖=0 𝐼

𝜔,𝑚
𝑖 = 𝑛) = 𝜇𝜔

⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿
𝐼𝜔,𝑚𝑖

⎞

⎟

⎟

⎠

,

where 𝐼𝜔,𝑚𝑖 = 1𝛤𝜌𝑚 (𝜃
𝑖𝜔) ◦ 𝑇 𝑖𝜔.

Theorem 3.1 can be readily applied and gives
|

|

|

|

|

|

|

𝜇𝜔
(

𝑍𝜔,𝑁𝑚
𝛤𝜌𝑚

= 𝑛
)

− 𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

≲ ̃1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) +1

𝜔,𝑚(𝑁 , 𝐿, 𝛥) +2
𝜔,𝑚(𝑁 , 𝐿, 𝛥) +3

𝜔,𝑚(𝑁 , 𝐿, 𝛥),
where �̃�𝜔

𝑗 mimics 𝑍𝜔
𝑗 =

∑(𝑗+1)𝐿−1
𝑙=𝑗 𝐿 𝐼𝜔,𝑚𝑙 .

For the next sections, Lemmas 5.2 to 5.7, it is enough to consider 𝜔 restricted to a P-full measure set.

5.2. Estimating the error 1

Recall that

1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) =
𝑁 ′−1
∑

𝑗=0
max
𝑞∈[1,𝑛]

𝑞
∑

𝑢=1

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑍𝜔
𝑗 =𝑢,

𝑁 ′−1
∑

𝑘=𝑗+𝛥𝑚

𝑍𝜔
𝑘 = 𝑞−𝑢

⎞

⎟

⎟

⎠

−𝜇𝜔
(

𝑍𝜔
𝑗 =𝑢

)

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑘=𝑗+𝛥𝑚

𝑍𝜔
𝑘 = 𝑞−𝑢

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

.

13 See footnote 6.
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Now recycle the construction and notation used in the proof of Lemma 4.2 to control the term (𝐼 𝐼): for a given 𝑗 ∈ [0, 𝑁 ′− 1], writ-
ing 𝜔′ = 𝜃𝑗 𝐿𝜔 and considering 𝑟 ∈ (0, 𝜌𝑚∕2), 𝑣 ∈ [0, 𝐿− 1], we once again have the objects: 𝑈𝑣,𝜔′ ,

−
𝑈𝑣,𝑟,𝜔′ ,

+
𝑈𝑣,𝑟,𝜔′ ,𝜔′ ,

−
 𝑟,𝜔′ ,

+
 𝑟,𝜔′ ,

−
𝜙𝜔′𝑟

and
+
𝜙𝜔′𝑟 . Then:

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑍𝜔
𝑗 =𝑢,

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞−𝑢

⎞

⎟

⎟

⎠

−𝜇𝜔
(

𝑍𝜔
𝑗 =𝑢

)

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞−𝑢

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

=
|

|

|

|

|

𝜇𝜔

((𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿
𝐼𝜔,𝑚𝑖 = 𝑢,

𝑁−1
∑

𝑖=(𝑗+𝛥)𝐿
𝐼𝜔,𝑚𝑖 = 𝑞 − 𝑢

)

− 𝜇𝜔

((𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿
𝐼𝜔,𝑚𝑖 = 𝑢

)

𝜇𝜔

( 𝑁−1
∑

𝑖=(𝑗+𝛥)𝐿
𝐼𝜔,𝑚𝑖 = 𝑞 − 𝑢

)

|

|

|

|

|

=
|

|

|

|

|

𝜇𝜔′

(𝐿−1
∑

𝑖=0
𝐼𝜔

′ ,𝑚
𝑖 = 𝑢,

(𝑁−1)−𝑗 𝐿
∑

𝑖=𝛥𝐿
𝐼𝜔

′ ,𝑚
𝑖 = 𝑞 − 𝑢

)

− 𝜇𝜔′

(𝐿−1
∑

𝑖=0
𝐼𝜔

′ ,𝑚
𝑖 = 𝑢

)

𝜇𝜃𝛥𝐿𝜔′

((𝑁−1)−(𝑗+𝛥)𝐿
∑

𝑖=0
𝐼𝜃

𝛥𝐿𝜔′ ,𝑚
𝑖 = 𝑞 − 𝑢

)

|

|

|

|

|

.

=
|

|

|

|

|

𝜇𝜔′
(

1𝜔′
1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢} ◦ 𝑇

𝛥𝐿
𝜔′

)

− 𝜇𝜔′
(

1𝜔′

)

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢}

)

|

|

|

|

|

where we used that 𝑉 𝜔,𝛥
𝑗 ∶=

∑(𝑁−1)−(𝑗+𝛥)𝐿
𝑖=0 𝐼𝜃

𝛥𝐿𝜔′ ,𝑚
𝑖 , and thus ∑(𝑁−1)−𝑗 𝐿

𝑖=𝛥𝐿 𝐼𝜔
′ ,𝑚

𝑖 = 𝑉 𝜔,𝛥
𝑗 ◦ 𝑇 𝛥𝐿𝜔′ ,

⩽
|

|

|

|

|

𝜇𝜔′
(±
𝜙𝜔

′
𝑟 1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢} ◦ 𝑇

𝛥𝐿
𝜔′

)

− 𝜇𝜔′
(

1𝜔′

)

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢}

)

|

|

|

|

|

,

where
±
𝜙𝜔′𝑟 means that either

+
𝜙𝜔′𝑟 or

−
𝜙𝜔′𝑟 will make the inequality true,

⩽
|

|

|

|

𝜇𝜔′
(±
𝜙𝜔′𝑟 1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢} ◦ 𝑇

𝛥𝐿
𝜔′

)

− 𝜇𝜔′
(±
𝜙𝜔′𝑟

)

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢}

)

|

|

|

|

+
|

|

|

|

|

[

𝜇𝜔′
(±
𝜙𝜔′𝑟

)

− 𝜇𝜔′
(

1𝜔′

)

]

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞−𝑢}

)

|

|

|

|

|

=∶ (𝐴) + (𝐵).

Now notice that

(𝐴) ≲ (𝛥𝐿)−p‖‖
‖

±
𝜙𝜔

′
𝑟
‖

‖

‖Lip𝑑𝑀
1 ≲ (𝛥𝐿)−p𝑎𝐿−12∕𝑟2, (26)

where the first estimate used (H7.1) while the later used (H3.1), (H4.1) and (H3.2), as in the quenched argument in the proof of
Lemma 4.214 which led to Eq. (23).

Moreover,

(𝐵) ⩽ 𝜇𝜃𝛥𝐿𝜔′
(

𝑉 𝜔,𝛥
𝑗 =𝑞−𝑢

)

𝜇𝜔′ (
+
 𝑟,𝜔′ ⧵

−
 𝑟,𝜔′ )

(H6.2)
≲ 𝜇𝜃𝛥𝐿𝜔′

(

𝑉 𝜔,𝛥
𝑗 =𝑞−𝑢

)

𝐿 𝑟𝜂

𝜌𝑚𝛽
.

Therefore

1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) ≲

𝑁 ′−1
∑

𝑗=0
max
𝑞∈[1,𝑛]

𝑞
∑

𝑢=1

[

(𝛥𝐿)−p
𝑎𝐿−12

𝑟2
+ 𝜇𝜃𝛥𝐿𝜔′

(

𝑉 𝜔,𝛥
𝑗 =𝑞−𝑢

)

𝐿 𝑟𝜂

𝜌𝑚𝛽

]

⩽
𝑁 ′−1
∑

𝑗=0

𝐿
∑

𝑢=1
(𝛥𝐿)−p

𝑎𝐿−12

𝑟2
+ 𝐿 𝑟𝜂

𝜌𝑚𝛽

𝑁 ′
𝑚,𝐿−1
∑

𝑗=0
max
𝑞∈[1,𝑁]

𝜇𝜃𝛥𝐿𝜔′
(

𝑉 𝜔,𝛥
𝑗 ∈ [0, 𝑞]

)

≲ 𝑁(𝛥𝐿)−p
𝑎𝐿−12

𝑟2
+𝑁 𝑟𝜂

𝜌𝑚𝛽
⩽ 𝑁(𝛥𝐿)−p

𝑎𝐿−12

𝑟2
+ 𝐿𝑁 𝑟𝜂

𝜌𝑚𝛽
,

where 𝑉 𝜔,𝛥
𝑗 takes values between 0 and 𝑁 − (𝑗 + 𝛥)𝐿 ⩽ 𝑁 .

5.3. Estimating the error ̃1

This section is going to follow the lines of the previous one, with minor modifications.
Recall that

̃1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) =

𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑍𝜔
𝑗 ⩾1,

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞

⎞

⎟

⎟

⎠

−𝜇𝜔
(

𝑍𝜔
𝑗 ⩾1

)

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

.

For a given 𝑗 ∈ [0, 𝑁 ′ − 1], writing 𝜔′ = 𝜃𝑗 𝐿 and considering 𝑟 ∈ (𝜌𝑚∕2), 𝑣 ∈ [0, 𝐿], we recall the definition of 𝑈𝑣,𝜔′ ,
−
𝑈𝑣,𝑟,𝜔′ and

+
𝑈𝑣,𝑟,𝜔′ in Eq. (21), redefine 𝜔′ ,

−
 𝑟,𝜔′ and

+
 𝑟,𝜔′ as

+
′
14 In the present passage, the a.s. validity of ‖𝜙𝜔𝑟 ‖Lip𝑑𝑀

⩽ 𝑎𝐿−12∕𝑟2 would be enough, but, after recalling the argument of Lemma 4.2 we see that it actually
holds for every 𝜔. The validity for every 𝜔 was important back then, but not here.
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{𝑍𝜔′
0 ⩾ 1} = 𝜔′ =

𝐿
⨆

𝑛=1

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1𝑈𝑣𝑙 ,𝜔′ ∩
⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1𝑈𝑣,𝜔′

𝑐

⎞

⎟

⎟

⎟

⎠

,

−
 𝑟,𝜔′ =

𝐿
⨆

𝑛=1

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1
−
𝑈𝑣𝑙 ,𝜔′∩

⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1

+
𝑈𝑣,𝜔′

𝑐⎞
⎟

⎟

⎟

⎠

,

+
 𝑟,𝜔′ =

𝐿
⨆

𝑛=1

⨆

0⩽𝑣1<⋯<𝑣𝑛⩽𝐿−1

⎛

⎜

⎜

⎜

⎝

𝑛
⋂

𝑙=1
(𝑇 𝑣𝑙𝜔′ )

−1
+
𝑈𝑣𝑙 ,𝜔′∩

⋂

𝑣∈[0,𝐿−1]
⧵{𝑣𝑙∶𝑙=1,…,𝑛}

(𝑇 𝑣𝜔′ )
−1

−
𝑈𝑣,𝜔′

𝑐
⎞

⎟

⎟

⎟

⎠

,

and reuse the definition of
−
𝜙𝜔′𝑟 and

+
𝜙𝜔′𝑟 in Eq. (22) considering the above.

Following the same steps and notation from the previous section, we get that
|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑍𝜔
𝑗 ⩾1,

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞

⎞

⎟

⎟

⎠

−𝜇𝜔
(

𝑍𝜔
𝑗 ⩾1

)

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑘=𝑗+𝛥
𝑍𝜔
𝑘 = 𝑞

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

⩽
|

|

|

|

𝜇𝜔′
(±
𝜙𝜔

′
𝑟 1{𝑉 𝜔,𝛥𝑗 =𝑞} ◦ 𝑇

𝛥𝐿
𝜔′

)

− 𝜇𝜔′
(±
𝜙𝜔

′
𝑟

)

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞}

)

|

|

|

|

+
|

|

|

|

|

[

𝜇𝜔′
(±
𝜙𝜔

′
𝑟

)

− 𝜇𝜔′
(

1𝜔′

)

]

𝜇𝜃𝛥𝐿𝜔′
(

1{𝑉 𝜔,𝛥𝑗 =𝑞}

)

|

|

|

|

|

=∶ (𝐴) + (𝐵).

Similarly to Eq. (26), we now have

(𝐴) ≲ (𝛥𝐿)−p‖‖
‖

±
𝜙𝜔

′
𝑟
‖

‖

‖Lip𝑑𝑀
1 ≲ (𝛥𝐿)−p𝑎𝐿−12∕𝑟2.

For the first inequality, (H7.1) is again used. For the second one, we adapt the quenched argument in the proof of Lemma 4.2 which
led to Eq. (23). In order to do so, firstly notice that the Lipschitz constant of, say,

−
𝜙𝜔′𝑟 is bounded by the inverse of 𝑑

(

−
 𝑟,𝜔′ , 𝑐

𝜔′
)

.
Secondly, notice that, for a point 𝑥 ∈  𝑐

𝜔′ (i.e. with no hits) to be minimally displaced to
−
 𝑟,𝜔′ , among the entries of its [0, 𝐿−1]-

orbit being consequently-displaced, (a) at least one 𝑟-stringent hit has to be created while (b) the other instances should turn into
𝑟-stringent non-hits (if they were not already). The situation where this would occur with minimal displacement is one where (b)
tarts already fulfilled and only (a) has to be accomplished by displacing 𝑥 in such a way that its 𝐿− 1 iterate changes from a non-hit
o a 𝑟-stringent hit. This can be made with a minimum displacement of 𝑟∕𝑎𝐿−1, where again we use (H3.1), (H3.2) and (H4.1).

Moreover,

(𝐵) ⩽ 𝜇𝜃𝛥𝐿𝜔′
(

𝑉 𝜔,𝛥
𝑗 = 𝑞

)

𝜇𝜔′ (
+
 𝑟,𝜔′ ⧵

−
 𝑟,𝜔′ )

(H6.2)
≲ 𝜇𝜃𝛥𝐿𝜔′

(

𝑉 𝜔,𝛥
𝑗 = 𝑞

)

𝐿2 𝑟𝜂

𝜌𝑚𝛽
.

Therefore

̃1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) ≲

𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑛]

[

(𝛥𝐿)−p
𝑎𝐿−12

𝑟2
+ 𝜇𝜃𝛥𝐿𝜔′

(

𝑉 𝜔,𝛥
𝑗 = 𝑞

)

𝐿2 𝑟𝜂

𝜌𝑚𝛽

]

⩽
𝑁 ′−1
∑

𝑗=0
(𝛥𝐿)−p

𝑎𝐿−12

𝑟2
+ 𝐿2 𝑟𝜂

𝜌𝑚𝛽

𝑁 ′−1
∑

𝑗=0
max
𝑞∈[0,𝑁]

𝜇𝜃𝛥𝐿𝜔′
(

𝑉 𝜔,𝛥
𝑗 ∈ [0, 𝑞]

)

≲ 𝑁 ′(𝛥𝐿)−p
𝑎𝐿−12

𝑟2
+ 𝐿𝑁 𝑟𝜂

𝜌𝑚𝛽
⩽ 𝑁(𝛥𝐿)−p

𝑎𝐿−12

𝑟2
+ 𝐿𝑁 𝑟𝜂

𝜌𝑚𝛽
,

where 𝑉 𝜔,𝛥
𝑗 takes values between 0 and 𝑁 − (𝑗 + 1)𝐿 ⩽ 𝑁 .

5.4. Estimating the error 2

To start

2
𝜔,𝑚(𝑁 , 𝐿, 𝛥) =

𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1,
𝑗+𝛥−1
∑

𝑘=𝑗+1
𝑍𝜔
𝑘 ⩾ 1) ⩽

𝑁 ′−1
∑

𝑗=0

𝑗+𝛥−1
∑

𝑘=𝑗+1
𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1, 𝑍𝜔
𝑘 ⩾ 1)

where we reverse the double sum and single out the 𝑘 = 𝑗 + 1 terms, to get
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0
𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1, 𝑍𝜔
𝑘 ⩾ 1) +

𝑁 ′
∑

𝑘=1
𝜇𝜔(𝑍𝜔

𝑘−1 ⩾ 1, 𝑍𝜔
𝑘 ⩾ 1) =∶ (𝐼) + (𝐼 𝐼)

To estimate (𝐼) we notice that:
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(𝐼) ⩽
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜔

(

(𝑇 𝑖𝜔)
−1𝛤𝜌𝑚 (𝜃

𝑖𝜔) ∩ (𝑇 𝑙𝜔)−1𝛤𝜌𝑚 (𝜃𝑙𝜔)
)

(𝑙 > 𝑖)

⩽
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜔′

(

𝛤𝜌𝑚 (𝜔
′) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃

𝑙−𝑖𝜔′) ∩
++
 𝜔′
𝑙−𝑖

)

+
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜔′

(

𝛤𝜌𝑚 (𝜔
′) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃

𝑙−𝑖𝜔′) ∩
[+−
 𝜔′
𝑙−𝑖 ∪

−
𝜔′𝑙−𝑖

])

=∶(𝐼good) + (𝐼bad)
where 𝜔′ ∶= 𝜃𝑖𝜔.

To estimate (𝐼good) we begin evaluating the following:

𝜇𝜔′
(++
 𝜔′
𝑙−𝑖 ∩ 𝛤𝜌𝑚 (𝜔

′) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃
𝑙−𝑖𝜔′)

)

⩽
∑

𝜉=𝜑(dom(𝜑))∈
++
𝐶 𝜔′
𝑙−𝑖∶

𝜉∩𝛤𝜌𝑚 (𝜔′)≠∅

𝜇𝜔′ |𝜉
(

𝜉 ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃
𝑙−𝑖𝜔′)

)

𝜇𝜔′ |𝜉 (𝜉)
𝜇𝜔′ (𝜉),

where, from (H3.3), 𝜑 ∈ IB(𝑇 𝑙−𝑖𝜔′ ) implies 𝜇𝜔′ |𝜑(dom(𝜑)) = 𝐽𝜑−1
[

𝜑∗(𝜇𝜃𝑙−𝑖𝜔′ |dom(𝜑))
]

, and so

⩽
∑

𝜉 as above

[

𝐽𝜑
−1[𝜑∗(𝜇𝜃𝑙−𝑖𝜔′ |dom(𝜑))

]]

(

𝜑(dom(𝜑)) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃
𝑙−𝑖𝜔′)

)

[

𝐽𝜑
−1[𝜑∗(𝜇𝜃𝑙−𝑖𝜔′ |dom(𝜑))

]]

(𝜑(dom(𝜑)))
𝜇𝜔′ (𝜉)

⩽
∑

𝜉 as above

sup𝑥∈𝜉 𝐽𝜑−1(𝑥)

inf𝑥∈𝜉 𝐽𝜑−1(𝑥)

𝜇𝜃𝑙−𝑖𝜔′ |dom(𝜑)

(

dom(𝜑) ∩ 𝜑−1(𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃
𝑙−𝑖𝜔′)

)

𝜇𝜃𝑙−𝑖𝜔′ |dom(𝜑)(dom(𝜑))
𝜇𝜔′ (𝜉)

(H3.3)
≲

(H2.6)
(𝑙 − 𝑖)d𝜄−1𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))
∑

𝜉 as above
𝜇𝜔′ (𝜉)

(H2.2)
⩽ (𝑙 − 𝑖)d𝜄−1𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))𝜇𝜔′

(

⋃

𝜉 as above
𝜉

)

(H3.4)
⩽ (𝑙 − 𝑖)d𝜄−1𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))𝜇𝜔′
(

𝐵𝐷(𝑙−𝑖)−𝜅 (𝛤𝜌𝑚 (𝜔
′))
)

(H6.1)
⩽ (𝑙 − 𝑖)d𝜄−1𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))𝐶0(𝜌𝑚 +𝐷(𝑙 − 𝑖)−𝜅 )𝑑0 ≲ 𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃𝑙𝜔))(𝑙 − 𝑖)d
[

𝜌𝑚
𝑑0 + (𝑙−𝑖)−𝜅 𝑑0 ] .

Then

(𝐼good)⩽
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))(𝑙 − 𝑖)d
[

𝜌𝑚
𝑑0 + (𝑙−𝑖)−𝜅 𝑑0 ]

=
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿

(

𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃
𝑙𝜔))

(𝑗+1)𝐿−1
∑

𝑖=𝑗 𝐿
(𝑙 − 𝑖)d

[

𝜌𝑚
𝑑0 + (𝑙−𝑖)−𝜅 𝑑0 ]

)

⩽
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿

(

𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃
𝑙𝜔))

𝑘𝐿−𝑗 𝐿+𝐿−1
∑

𝑠=𝑘𝐿−𝑗 𝐿−𝐿+1
𝑠d

[

𝜌𝑚
𝑑0 + 𝑠−𝜅 𝑑0 ]

)

=
𝑁 ′+𝛥−2
∑

𝑘=1

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

[((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

) ( 𝑘𝐿−𝑗 𝐿+𝐿−1
∑

𝑠=𝑘𝐿−𝑗 𝐿−𝐿+1
𝑠d

[

𝜌𝑚
𝑑0 + 𝑠−𝜅 𝑑0 ]

)]

⩽
𝑁 ′+𝛥−2
∑

𝑘=1

((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

)

⎛

⎜

⎜

⎝

(𝑘−2)∧(𝑁 ′−1)
∑

𝑗=(𝑘−𝛥+1)∨0

𝑘𝐿−𝑗 𝐿+𝐿−1
∑

𝑠=𝑘𝐿−𝑗 𝐿−𝐿+1
𝑠d

[

𝜌𝑚
𝑑0 + 𝑠−𝜅 𝑑0 ]

⎞

⎟

⎟

⎠

,

where 𝑠 ∈ [𝐿 + 1, 3𝛥𝐿],15 so

(𝐼good) ≲
𝑁 ′+𝛥−2
∑

𝑘=1

((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

) ( 3𝛥𝐿
∑

𝑢=𝐿+1
𝑢d

[

𝑢−𝜅 𝑑0 + 𝜌𝑚𝑑0
]

)

≲
𝑁 ′+𝛥−2
∑

𝑘=1

((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

)

(

𝐿d−𝜅 𝑑0+1 + (𝛥𝐿)d+1𝜌𝑚𝑑0
)

,

where for the first term in the square bracket we have used that, for 𝜁 > 1, ∑∞
𝑛=𝑚 𝑛

−𝜁 ≲ 𝑚−𝜁+1 together with d − 𝜅 𝑑0 < −1, which
is guaranteed by (H10.3), whereas for the second we have used that 𝑢d is increasing and the summation interval is bounded above
by 3𝛥𝐿.

We will leave (𝐼bad) to the end.
For (𝐼 𝐼), we consider 𝐿′ < 𝐿 and proceed as follows

𝑁 ′
∑

𝑘=1
𝜇𝜔(𝑍𝜔

𝑘−1 ⩾ 1, 𝑍𝜔
𝑘 ⩾ 1) =

𝑁 ′
∑

𝑘=1
𝜇𝜔

⎛

⎜

⎜

⎝

𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿
𝐼𝜔,𝑚𝑖 ⩾ 1,

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝐼𝜔,𝑚𝑙 +

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′
𝐼𝜔,𝑚𝑙 ⩾ 1

⎞

⎟

⎟

⎠

⩽
𝑁 ′
∑

𝑘=1
𝜇𝜔

⎛

⎜

⎜

⎝

𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿
𝐼𝜔,𝑚𝑖 ⩾ 1,

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝐼𝜔,𝑚𝑙 ⩾ 1

⎞

⎟

⎟

⎠

+ 𝜇𝜔

( 𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿
𝐼𝜔,𝑚𝑖 ⩾ 1,

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′
𝐼𝜔,𝑚𝑙 ⩾ 1

)

15 The interval where 𝑠 ranges has length 2𝐿 and it is translated by 𝐿 when 𝑗 moves one unit, therefore the original and the new interval overlap by half,
o possible repetitions are more than compensated by a factor of two.

21 



L. Amorim et al. Stochastic Processes and their Applications 179 (2025) 104511 
and, denoting 𝜔′ = 𝜃𝑖𝜔,

⩽
𝑁 ′
∑

𝑘=1

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔

(

𝛤𝜌𝑚 (𝜃
𝑙𝜔)

)

+
𝑁 ′+𝛥−2
∑

𝑘=1

𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′
𝜇𝜔′

(

𝛤𝜌𝑚 (𝜔
′) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃

𝑙−𝑖𝜔′) ∩
++
 𝜔′
𝑙−𝑖

)

+
𝑁 ′
∑

𝑘=1

𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′
𝜇𝜔′

(

𝛤𝜌𝑚 (𝜔
′) ∩ (𝑇 𝑙−𝑖𝜔′ )−1𝛤𝜌𝑚 (𝜃

𝑙−𝑖𝜔′) ∩
[+−
 𝜔′
𝑙−𝑖 ∪

−
𝜔′𝑙−𝑖

])

=∶(𝐼 𝐼r est ) + (𝐼 𝐼good) + (𝐼 𝐼bad).

The term (𝐼 𝐼r est ) will not be improved, whereas the term (𝐼 𝐼good) is estimated just like (𝐼good), as follows:

(𝐼 𝐼good) ≲
𝑁 ′
∑

𝑘=1

(𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′

(

𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃
𝑙𝜔))

𝑘𝐿−1
∑

𝑖=(𝑘−1)𝐿
(𝑙 − 𝑖)d

[

𝜌𝑚
𝑑0 + (𝑙 − 𝑖)−𝜅 𝑑0 ]

)

⩽
𝑁 ′
∑

𝑘=1

((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿+𝐿′
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

) ( 2𝐿−1
∑

𝑢=𝐿′+1
𝑢d

[

𝜌𝑚
𝑑0 + 𝑢−𝜅 𝑑0 ]

)

≲
𝑁 ′
∑

𝑘=1

((𝑘+1)𝐿−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))

)

(

𝐿′d−𝜅 𝑑0+1 + 𝐿d+1𝜌𝑚
𝑑0
)

.

Now we combine (𝐼bad) and (𝐼 𝐼bad) and their domain of summation16 to see that

(𝐼bad) + (𝐼 𝐼bad) ≲
𝑁−1
∑

𝑖=0

𝑖+𝛥𝐿
∑

𝑙=𝑖+𝐿+𝐿′
𝜇𝜃𝑖𝜔

(

[+−
 𝜃𝑖𝜔
𝑙−𝑖 ∪

−
𝜃𝑖𝜔𝑙−𝑖

]

∩ 𝛤𝜌𝑚 (𝜃
𝑖𝜔)

)

=
𝑁−1
∑

𝑖=0

𝛥𝐿
∑

𝑠=𝐿+𝐿′
𝜇𝜃𝑖𝜔

(

[+−
 𝜃𝑖𝜔
𝑠 ∪

−
𝜃𝑖𝜔𝑠

]

∩ 𝛤𝜌𝑚 (𝜃
𝑖𝜔)

)

⩽
𝛥𝐿
∑

𝑠=𝐿′

𝑁−1
∑

𝑖=0
𝜇𝜃𝑖𝜔

(

[+−
 𝜃𝑖𝜔
𝑠 ∪

−
𝜃𝑖𝜔𝑠

]

∩ 𝛤𝜌𝑚 (𝜃
𝑖𝜔)

)

.

Combining the bounds of (𝐼good) and (𝐼 𝐼good), we conclude that

2
𝜔,𝑚(𝑁 , 𝐿, 𝛥)≲

5𝑁−1
∑

𝑙=0
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))
(

𝐿′d−𝜅 𝑑0+1 + (𝛥𝐿)d+1𝜌𝑚𝑑0
)

+
𝑁 ′
∑

𝑘=1

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔

(

𝛤𝜌𝑚 (𝜃
𝑙𝜔)

)

+
𝛥𝐿
∑

𝑠=𝐿′

𝑁−1
∑

𝑖=0
𝜇𝜃𝑖𝜔

(

[+−
 𝜃𝑖𝜔
𝑠 ∪

−
𝜃𝑖𝜔𝑠

]

∩𝛤𝜌𝑚 (𝜃
𝑖𝜔)

)

.

5.5. Estimating the error 3

Here we use (H6.1) to see that

3
𝜔,𝑚(𝑁 , 𝐿, 𝛥) =

𝑁−1
∑

𝑖=0

𝑖
∑

𝓁=0∨(𝑖−𝛥𝐿)
𝜇𝜃𝑖𝜔(𝛤𝜌𝑚 (𝜃

𝑖𝜔))𝜇𝜃𝓁𝜔(𝛤𝜌𝑚 (𝜃
𝓁𝜔)) ≲ 𝛥𝐿𝜌𝑚𝑑0

𝑁−1
∑

𝑖=0
𝜇𝜃𝑖𝜔(𝛤𝜌𝑚 (𝜃

𝑖𝜔)),

which, noticing that 𝛥𝐿 ⩽ (𝛥𝐿)d+1, reveals to be bounded above by 2
𝜔,𝑚(𝑁𝑚, 𝐿, 𝛥𝑚).

5.6. Controlling the total error

Put 𝑟 = 𝜌𝑚𝑤 (𝑤 > 1) and 𝐿′ = 𝐿𝛼 (0 < 𝛼 < 1). Then
|

|

|

|

𝜇𝜔
(

𝑍𝜔,𝑁
𝛤𝜌𝑚

= 𝑛
)

− 𝜇𝜔
(

∑𝑁 ′−1
𝑗=0 �̃�𝜔

𝑗 = 𝑛
)

|

|

|

|

≲ 𝑎𝐿−1
2𝜌𝑚

p𝑣−2𝑤−𝑑1 + 𝐿𝜌𝑚𝑤𝜂−𝛽−𝑑1

+
5𝑁−1
∑

𝑙=0
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔))
(

𝐿′d−𝜅 𝑑0+1 + 𝐿d+1𝜌𝑚
𝑑0−𝑣(d+1)

)

+
𝑁 ′
∑

𝑘=1

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔

(

𝛤𝜌𝑚 (𝜃
𝑙𝜔)

)

+
𝛥𝑚𝐿
∑

𝑠=𝐿′

𝑁−1
∑

𝑖=0
𝜇𝜃𝑖𝜔

(

[+−
 𝜃𝑖𝜔
𝑠 ∪

−
𝜃𝑖𝜔𝑠

]

∩ 𝛤𝜌𝑚 (𝜃
𝑖𝜔)

)

.

(27)

where in the first line of the RHS accounts for both 1 and ̃1.
Now we fine-tune parameters 𝑣 ∈ (0, 𝑑0) (𝛥 = 𝜌𝑚−𝑣) and 𝑤 > 1 (𝑟 = 𝜌𝑚𝑤). In the last equation, we need the exponents

accompanying 𝜌 to be strictly positive. In particular, we need

𝑤 > 𝛽 + 𝑑1
𝜂

∨ 1, 𝑝𝑣 − 2𝑤 − 𝑑1 > 0 and 𝑑0 − 𝑣(d + 1) > 0.

The space of solutions (𝑤, 𝑣) ∈ (1,∞) × (0, 𝑑0) to those inequalities is a non-empty triangle if p > 2
( 𝛽+𝑑1

𝜂 ∨1
)

+𝑑1
𝑑0∕(d+1)

, which is guaranteed
by (H10.2). Let us fix any such solution (𝑤, 𝑣).
16 Notice that the initial 𝐿′-strip of the first component of the original summation has already been singled out inside (𝐼 𝐼r est ).22 
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We will take double limits of the type lim𝐿→∞ lim𝑚→∞ on the RHS Eq. (27). To first take lim𝑚→∞, we use that, by Lemma 4.3,

lim
𝑚→∞

5𝑁−1
∑

𝑙=0
𝜇𝜃𝑙𝜔(𝛤𝜌𝑚 (𝜃

𝑙𝜔)) = 5𝑡, P-a.s.

and, by similar arguments,17

lim
𝑚→∞

𝑁 ′
∑

𝑘=1

𝑘𝐿+𝐿′−1
∑

𝑙=𝑘𝐿
𝜇𝜃𝑙𝜔

(

𝛤𝜌𝑚 (𝜃
𝑙𝜔)

)

= 𝑡𝐿𝛼−1, P-a.s.

Finally, using Hypothesis (H4.2) and noticing that d−𝜅 𝑑0+ 1 < 0 (by (H10.3)) and 𝛼− 1 < 0 (by design), we conclude that the RHS
of Eq. (27) under the double limit lim𝐿→∞ lim𝑚→∞ goes to 0. The same thing occurs if we adopt the double limits lim𝐿→∞ lim𝑚→∞,
lim𝐿→∞ lim𝑚→∞ and lim𝐿→∞ lim𝑚→∞. Therefore

lim
𝐿→∞

lim
𝑚→∞

|

|

|

|

|

|

|

𝜇𝜔
(

𝑍𝜔,𝑁
𝛤𝜌𝑚

= 𝑛
)

− 𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

= 0, P-a.s..

5.7. Convergence of the leading term to the compound Poisson distribution

It remains to show that 𝜇𝜔
(

∑𝑁 ′−1
𝑗=0 �̃�𝜔

𝑗 = 𝑛
)

to CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛).
Due to the independence and distributional properties of the �̃�𝜔

𝑗 ’s (see Theorem 3.1):

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

=
𝑛
∑

𝑙=1

∑

0⩽𝑗1<⋯<𝑗𝑙⩽𝑁 ′−1

⎛

⎜

⎜

⎜

⎜

⎝

∏

𝑗∈[0,𝑁′−1]
⧵{𝑗𝑖∶𝑖=1,…,𝑙}

𝜇𝜔(𝑍𝜔
𝑗 = 0) ⋅

∑

(𝑛1 ,…,𝑛𝑙 )∈N𝑙⩾1
𝑛1+⋯+𝑛𝑙=𝑛

𝑙
∏

𝑖=1
𝜇𝜔(𝑍𝜔

𝑗𝑖
= 𝑛𝑖)

⎞

⎟

⎟

⎟

⎟

⎠

(⋆)
= (1 + 𝑜(1))

𝑁 ′−1
∏

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 0)
𝑛
∑

𝑙=1

1
𝑙!

∑

𝑗𝑖∈[0,𝑁′−1]
𝑖=1,…,𝑙

∑

(𝑛1 ,…,𝑛𝑙 )∈N𝑙⩾1
𝑛1+⋯+𝑛𝑙=𝑛

𝑙
∏

𝑖=1
𝜇𝜔(𝑍𝜔

𝑗𝑖
= 𝑛𝑖)

(⋆⋆)
= (1 + 𝑜(1))

𝑁 ′−1
∏

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 0)
𝑛
∑

𝑙=1

1
𝑙!

∑

(𝑛1 ,…,𝑛𝑙 )∈N𝑙⩾1
𝑛1+⋯+𝑛𝑙=𝑛

𝑙
∏

𝑖=1

⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛𝑖)
⎞

⎟

⎟

⎠

,

where (i) 𝑜(1) refers to a function 𝑔(𝜔, 𝑚, 𝐿) so that lim𝐿→∞ lim𝑚→∞ |𝑔(𝜔, 𝑚, 𝐿)| = 0, P-a.s.; (ii) equality (⋆) included 1∕𝑙! to account
or 𝑗𝑖’s not being anymore increasing and used that the error terms that come from different 𝑗𝑖’s being equal are small, as one can
ee in the case when two 𝑗𝑖 agree; and (iii) equality (⋆⋆) uses that a product of sums distributes as a sum of products.

We then notice that, by Lemma 4.3,

lim
𝐿→∞

lim
𝑚→∞

𝑁 ′−1
∑

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 𝑛𝑖) = 𝑡𝛼1𝜆𝑛𝑖 , P-a.s.

and

lim
𝐿→∞

lim
𝑚→∞

𝑁 ′−1
∏

𝑗=0
𝜇𝜔(𝑍𝜔

𝑗 = 0) = lim
𝐿→∞

lim
𝑚→∞

exp
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
ln
(

1 − 𝜇𝜔(𝑍𝜔
𝑗 ⩾ 1)

)
⎞

⎟

⎟

⎠

= lim
𝐿→∞

lim
𝑚→∞

exp
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
−𝜇𝜔(𝑍𝜔

𝑗 ⩾ 1) + 𝑜(1)
⎞

⎟

⎟

⎠

= 𝑒−𝑡𝛼1 , P-a.s..

Therefore

lim
𝐿→∞

lim
𝑚→∞

|

|

|

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

− 𝑒−𝑡𝛼1
𝑛
∑

𝑙=1

(𝑡𝛼1)𝑙

𝑙!
∑

(𝑛1 ,…,𝑛𝑙 )∈N𝑙⩾1
𝑛1+⋯+𝑛𝑙=𝑛

𝑙
∏

𝑖=1
𝜆𝑛𝑖

|

|

|

|

|

|

|

|

|

|

= 0, P-a.s.

⇔ lim
𝐿→∞

lim
𝑚→∞

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

− CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛)
|

|

|

|

|

|

|

= 0, P-a.s.,

where the equivalence is because the former term is precisely the density of such a compound Poisson distribution (see Eq. (2)).
As a consequence, we can conclude the proof with

lim
𝑚→∞

|

|

|

|

𝜇𝜔(𝑍
𝜔,𝑁
𝛤𝜌𝑚

= 𝑛) − CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 ({𝑛})
|

|

|

|

⩽ lim
𝐿→∞

lim
𝑚→∞

|

|

|

|

|

|

|

𝜇𝜔(𝑍
𝜔,𝑁
𝛤𝜌𝑚

= 𝑛) − 𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

|

|

|

|

|

|

|

+ lim
𝐿→∞

lim
𝑚→∞

|

|

|

|

|

|

|

𝜇𝜔
⎛

⎜

⎜

⎝

𝑁 ′−1
∑

𝑗=0
�̃�𝜔
𝑗 = 𝑛

⎞

⎟

⎟

⎠

− CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛)
|

|

|

|

|

|

|

= 0,P-a.s.
17 Adapting the argument of Lemma 4.3 item (III) to the new term, we see that the new P-expectation is 𝑡𝐿𝛼−1, but the variance lemma used therein,
Lemma 4.2, would need to be adapted as well, which we omit here.
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6. Proof of Theorem 2.3

By [35] Theorem 4.2, it suffices to show that for any 𝑘⩾1, 0⩽𝑎1<𝑏1⩽…⩽𝑎𝑘<𝑏𝑘⩽1 and 𝑛1,…, 𝑛𝑘⩾0:

𝜇𝜔

(

𝑌
𝜔,⌊ 𝑡

�̂�(𝛤𝜌𝑚 ) ⌋

𝜌𝑚

(

[𝑎1, 𝑏1)
)

= 𝑛1,… , 𝑌
𝜔,⌊ 𝑡

�̂�(𝛤𝜌𝑚 ) ⌋

𝜌𝑚

(

[𝑎𝑘, 𝑏𝑘)
)

= 𝑛𝑘

)

P-a.s.
⟶
𝑚→∞

Q
(

𝑁([𝑎1, 𝑏1)) = 𝑛1,… , 𝑁([𝑎𝑘, 𝑏𝑘)) = 𝑛𝑘
)

, (28)

where 𝑁 ∶ ( ,𝒳 ,Q) → M with 𝑁∗Q = 𝐶 𝑃 𝑃 𝑃𝑡𝛼1 ,(𝜆𝓁 )𝓁 complies with Definition 2.5.
To simplify the presentation, we consider 𝑘 = 2 and that, when needed, fractions divided by �̂�(𝛤𝜌𝑚 ) or 𝐿 already make an integer.
Write, for 𝑞 = 1, 2,

𝐴𝑞 =
𝑎𝑞𝑡

�̂�(𝛤𝜌𝑚 )
, 𝐵𝑞 =

𝑏𝑞𝑡
�̂�(𝛤𝜌𝑚 )

, 𝑁𝑞 =
(𝑏𝑞 − 𝑎𝑞)𝑡
�̂�(𝛤𝜌𝑚 )

, 𝑁 ′
𝑞 =

𝑁𝑞

𝐿
, 𝑁 = 𝑡

�̂�(𝛤𝜌𝑚 )
, 𝑁 ′ = 𝑁

𝐿
.

So the left side of Eq. (28) becomes

𝜇𝜔

(𝐵1−1
∑

𝑖=𝐴1

𝐼𝜔,𝑚𝑖 = 𝑛1,
𝐵2−1
∑

𝑖=𝐴2

𝐼𝜔,𝑚𝑖 = 𝑛2

)

= 𝜇𝜔

(𝑁 ′
1−1
∑

𝑗=0

𝐴1+(𝑗+1)𝐿−1
∑

𝑖=𝐴1+𝑗 𝐿
𝐼𝜔,𝑚𝑖

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑍𝜔,1
𝑗

= 𝑛1,
𝑁 ′

2−1
∑

𝑗=0

𝐴2+(𝑗+1)𝐿−1
∑

𝑖=𝐴2+𝑗 𝐿
𝐼𝜔,𝑚𝑖

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑍𝜔,2
𝑗

= 𝑛2

)

.

With  = {(𝑞 , 𝑗) ∶ 𝑞 = 1, 2, 𝑗 = 0,… , 𝑁 ′
𝑞 − 1}, the family of random variables (𝑍𝜔,𝑞

𝑗 )(𝑞 ,𝑗)∈ is mimicked by an independency
�̃�𝜔,𝑞
𝑗 )(𝑞 ,𝑗)∈ , (𝑍𝜔,𝑞

𝑗 )(𝑞 ,𝑗)∈ ⟂ (�̃�𝜔,𝑞
𝑗 )(𝑞 ,𝑗)∈ , 𝑍𝜔,𝑞

𝑗 ∼ �̃�𝜔,𝑞
𝑗 , for (𝑞 , 𝑗) ∈ .

Analogously to the approximation theorem, we then want to bound

|

|

|

|

|

|

|

𝜇𝜔

(𝑁 ′
1−1
∑

𝑗=0
𝑍𝜔,1
𝑗 = 𝑛1,

𝑁 ′
2−1
∑

𝑗=0
𝑍𝜔,2
𝑗 = 𝑛2

)

− 𝜇𝜔

(𝑁 ′
1−1
∑

𝑗=0
�̃�𝜔,1
𝑗 = 𝑛1,

𝑁 ′
2−1
∑

𝑗=0
�̃�𝜔,2
𝑗 = 𝑛2

)
|

|

|

|

|

|

|

. (29)

Denote �̃� 𝜔,𝑞
𝑎,𝑏 =

∑𝑏
𝑗=𝑎 �̃�

𝜔,𝑞
𝑗 and similarly without ∼’s.

Then

Eq. (29) ⩽
|

|

|

|

|

𝜇𝜔

(

𝑊 𝜔,1
0,𝑁 ′

1−1
= 𝑛1, 𝑊 𝜔,2

0,𝑁 ′
2−1

= 𝑛2

)

− 𝜇𝜔

(

�̃� 𝜔,1
0,𝑁 ′

1−1
= 𝑛1, 𝑊 𝜔,2

0,𝑁 ′
2−1

= 𝑛2

)

|

|

|

|

|

+
|

|

|

|

|

𝜇𝜔

(

�̃� 𝜔,1
0,𝑁 ′

1−1
= 𝑛1, 𝑊 𝜔,2

0,𝑁 ′
2−1

= 𝑛2

)

− 𝜇𝜔

(

�̃� 𝜔,1
0,𝑁 ′

1−1
= 𝑛1, �̃�

𝜔,2
0,𝑁 ′

2−1
= 𝑛2

)

|

|

|

|

|

=∶ (▵) + (▿).

We consider (▵) first. Repeating the telescoping argument in the proof of Theorem 3.1, we have

(▵) ⩽
𝑁 ′

1−1
∑

𝑗=0

|

|

|

|

|

|

|

|

𝜇𝜔(�̃�
𝜔,1
0,𝑗−1 +𝑊

𝜔,1
𝑗 ,𝑁 ′

1−1
= 𝑛1, 𝑊 𝜔,2

0,𝑁 ′
2−1

= 𝑛2)

−𝜇𝜔(�̃�
𝜔,1
0,𝑗 +𝑊 𝜔,1

𝑗+1,𝑁 ′
1−1

= 𝑛1, 𝑊 𝜔,2
0,𝑁 ′

2−1
= 𝑛2)

|

|

|

|

|

|

|

|

⩽
𝑁 ′

1−1
∑

𝑗=0

𝑛1
∑

𝑙=0
𝜇𝜔(�̃�

𝜔,1
0,𝑗−1 = 𝑙)

|

|

|

|

|

|

|

|

𝜇𝜔(𝑊
𝜔,1
𝑗 ,𝑁 ′

1−1
= 𝑛1 − 𝑙 , 𝑊 𝜔,2

0,𝑁 ′
2−1

= 𝑛1)

−𝜇𝜔(�̃�
𝜔,1
𝑗 +𝑊 𝜔,1

𝑗+1,𝑁 ′
1−1

= 𝑛1 − 𝑙 , 𝑊 𝜔,2
0,𝑁 ′

2−1
= 𝑛1)

|

|

|

|

|

|

|

|

⩽
𝑁 ′

1−1
∑

𝑗=0

𝑛1
∑

𝑞=0

𝑞
∑

𝑢=0

|

|

|

|

|

|

|

|

𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢, 𝑊 𝜔,1

𝑗+1,𝑁 ′
1−1

= 𝑞 − 𝑢, 𝑊 𝜔,1
0,𝑁 ′

2−1
= 𝑛2)

−𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢)𝜇𝜔(𝑊

𝜔,1
𝑗+1,𝑁 ′

1−1
= 𝑞 − 𝑢, 𝑊 𝜔,1

0,𝑁 ′
2−1

= 𝑛2)

|

|

|

|

|

|

|

|

One has to single out 𝑢 = 0 from 𝑢 ∈ [1, 𝑞]. We focus on the principal part 𝑢 ∈ [1, 𝑞], which can be bounded by the sum of the
following three terms (note the unusual order).

(▵)2 ⩽
𝑁 ′

1−1
∑

𝑗=0

𝑛1
∑

𝑞=1

𝑞
∑

𝑢=1

|

|

|

|

|

|

|

|

𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢, 𝑊 𝜔,1

𝑗+1,𝑁 ′
1−1

= 𝑞 − 𝑢, 𝑊 𝜔,1
0,𝑁 ′

2−1
= 𝑛2)

−𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢, 𝑊 𝜔,1

𝑗+𝛥,𝑁 ′
1−1

= 𝑞 − 𝑢, 𝑊 𝜔,1
0,𝑁 ′

2−1
= 𝑛2)

|

|

|

|

|

|

|

|

,

(▵)1 ⩽
𝑁 ′

1−1
∑

𝑗=0
max
𝑞∈[1,𝑛1]

𝑞
∑

𝑢=1

|

|

|

|

|

|

|

|

𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢, 𝑊 𝜔,1

𝑗+𝛥,𝑁 ′
1−1

= 𝑞 − 𝑢, 𝑊 𝜔,1
0,𝑁 ′

2−1
= 𝑛2)

−𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢)𝜇𝜔(𝑊

𝜔,1
𝑗+𝛥,𝑁 ′

1−1
= 𝑞 − 𝑢, 𝑊 𝜔,1

0,𝑁 ′
2−1

= 𝑛2)

|

|

|

|

|

|

|

|

,
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(▵)3 ≲
𝑁 ′

1−1
∑

𝑗=0

𝑛1
∑

𝑞=1

𝑞
∑

𝑢=1

|

|

|

|

|

|

|

|

𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢)𝜇𝜔(𝑊

𝜔,1
𝑗+𝛥,𝑁 ′

1−1
= 𝑞 − 𝑢, 𝑊 𝜔,1

0,𝑁 ′
2−1

= 𝑛2)

−𝜇𝜔(𝑍
𝜔,1
𝑗 = 𝑢)𝜇𝜔(𝑊

𝜔,1
𝑗+1,𝑁 ′

1−1
= 𝑞 − 𝑢, 𝑊 𝜔,1

0,𝑁 ′
2−1

= 𝑛2)

|

|

|

|

|

|

|

|

.

The bound of (▵)1 can be handled pretty much as in the proof of Theorem 2.2. Minor modifications are needed and we discuss
them now. Notice that the first term inside absolute value in (▵)1 can written as

𝜇𝜔

(

1
{
∑𝐴1+(𝑗+1)𝐿−1
𝑖=𝐴1+𝑗 𝐿 𝐼𝜔,𝑚𝑖 =𝑢}

1
{
∑𝐵1−1
𝑖=𝐴1+(𝑗+𝛥)𝐿

𝐼𝜔,𝑚𝑖 =𝑞−𝑢}
1
{
∑𝐵2−1
𝑖=𝐴2

𝐼𝜔,𝑚𝑖 =𝑛2}

)

and, with 𝜔′ = 𝜃𝐴1+𝑗 𝐿𝜔,

= 𝜇𝜔′
(

1
{
∑𝐿−1
𝑖=0 𝐼𝜔

′ ,𝑚
𝑖 =𝑢}

1
{
∑𝑁1−1−𝑗 𝐿
𝑖=𝛥𝐿 𝐼𝜔

′ ,𝑚
𝑖 =𝑞−𝑢}

1
{
∑𝐵2−1−𝐴1−𝑗 𝐿
𝑖=𝐴2−𝐴1−𝑗 𝐿 𝐼𝜔

′ ,𝑚
𝑖 =𝑛2}

)

= 𝜇𝜔′

(

1
{
∑𝐿−1
𝑖=0 𝐼𝜔

′ ,𝑚
𝑖 =𝑢}

[

1
{
∑𝑁1−1−𝑗 𝐿−𝛥𝐿
𝑖=0 𝐼𝜃

𝛥𝐿𝜔′ ,𝑚
𝑖 =𝑞−𝑢}∩{

∑𝐵2−1−𝐴1−𝑗 𝐿−𝛥𝐿
𝑖=𝐴2−𝐴1−𝑗 𝐿−𝛥𝐿 𝐼𝜃

𝛥𝐿𝜔′ ,𝑚
𝑖 =𝑛2}

]

◦ 𝑇 𝛥𝐿𝜔′

)

,

where the last step is because

𝐴2 − 𝐴1 − 𝑗 𝐿 ⩾ 𝐴2 − 𝐴1 − (𝑁 ′
1 − 1)𝐿 ⩾ 𝐴2 − 𝐴1 − (𝐵1 − 𝐴1) = 𝐴2 − 𝐵1 ⩾ 𝛥𝐿,

with the latter inequality following from being 𝛥𝐿 ∈ [1, (𝐴2 − 𝐵1)∕𝐿] after choosing 𝛥 ∶= 𝜌𝑚−𝑣, for some 𝑣 ∈ (0, 𝑑0) and considering
𝑚 large enough (dependent on 𝐿) so that the first inequality below holds.

𝜌𝑚
−𝑣 ⩽ 𝐿−1 (𝑎2 − 𝑏1)𝑡

𝐶 𝜌𝑚𝑑0
⩽ 𝐿−1 (𝑎2 − 𝑏1)𝑡

�̂�(𝛤𝜌𝑚 )
=
𝐴2 − 𝐵1

𝐿
.

With the positive separation 𝛥𝐿, we can follow the treatment of 1
𝜔,𝑚(𝑁 , 𝐿, 𝛥) in Section 5.2: (a) the function not composed

ith the dynamics should be given a Lipschitz approximation (and it is the same function that appeared before), (b) the function
composed with the dynamics is more complicated, but we only care about its sup norm, which is 1 anyway, (c) quenched decay of
orrelations can be applied again, proceeding just as before.

To control the singled out term 𝑢 = 0 one repeats the strategy in the proof of Theorem 3.1 with what we did above to control the
principal part. Using the notation from the proof of Theorem 3.1, errors with ∼’s will appear, only the first of which still matters
t the end (the others are dominated by the respective errors without ∼’s). We omit this part.

The bound of (▵)2, just like in the proof of Theorem 2.2, is estimated from above by
𝑁 ′

1−1
∑

𝑗=0
max
𝑞∈[1,𝑛1]

𝑞
∑

𝑢=1
𝜇𝜔(𝑍

𝜔,1
𝑗 = 𝑢, 𝑊 𝜔,1

𝑗+1,𝑗+𝛥−1 ⩾ 1, 𝑊 𝜔,1
0,𝑁 ′

2−1
= 𝑛2) ⩽

𝑁 ′
1−1
∑

𝑗=0
𝜇𝜔(𝑍

𝜔,1
𝑗 ⩾ 1, 𝑊 𝜔,1

𝑗+1,𝑗+𝛥−1 ⩾ 1),

which is pretty much identical to 2
𝜔,𝑚(𝑁 , 𝐿, 𝛥) and can be controlled just like we did in Section 5.4.

We also omit the discussion of (▵)3, which should be treated analogously.
So the error terms associated with (▵) end up being treated just like the errors already controlled in the proof of Theorem 2.2.
Now we consider (▿). Repeating the telescopic argument once more, we have

(▿) ⩽
𝑁 ′

2−1
∑

𝑗=0

|

|

|

|

|

|

|

|

𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, �̃�

𝜔,2
0,𝑗−1 +𝑊

𝜔,2
𝑗 ,𝑁 ′

2−1
= 𝑛2)

−𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, �̃�

𝜔,2
0,𝑗 +𝑊 𝜔,2

𝑗+1,𝑁 ′
2−1

= 𝑛2)

|

|

|

|

|

|

|

|

⩽
𝑁 ′

2−1
∑

𝑗=0

𝑛2
∑

𝑙=0
𝜇𝜔(�̃�

𝜔,2
0,𝑗−1 = 𝑙)

|

|

|

|

|

|

|

|

𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, 𝑊 𝜔,2

𝑗 ,𝑁 ′
2−1

= 𝑛2 − 𝑙)

−𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, �̃�

𝜔,2
𝑗 +𝑊 𝜔,2

𝑗+1,𝑁 ′
2−1

= 𝑛2)

|

|

|

|

|

|

|

|

⩽
𝑁 ′

2−1
∑

𝑗=0

𝑛2
∑

𝑞=0

|

|

|

|

|

|

|

|

𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, 𝑍𝜔,2

𝑗 +𝑊 𝜔,2
𝑗+1,𝑁 ′

2−1
= 𝑞)

−𝜇𝜔(�̃�
𝜔,1
0,𝑁 ′

1−1
= 𝑛1, �̃�

𝜔,2
𝑗 +𝑊 𝜔,2

𝑗+1,𝑁 ′
2−1

= 𝑞)

|

|

|

|

|

|

|

|

⩽
𝑁 ′

2−1
∑

𝑗=0

𝑛2
∑

𝑞=0

𝑞
∑

𝑢=0

|

|

|

|

𝜇𝜔(𝑍
𝜔,2
𝑗 =𝑢, 𝑊 𝜔,2

𝑗+1,𝑁 ′
2−1

=𝑞−𝑢) − 𝜇𝜔(𝑍𝜔,2
𝑗 =𝑢)𝜇𝜔(𝑊

𝜔,2
𝑗+1,𝑁 ′

2−1
=𝑞−𝑢)

|

|

|

|

.

The latter expression is essentially the same of that encountered at the end of the telescopic argument in the proof of Theorem 3.1.
Therefore it can be bounded in the same manner, with errors ̃1,1,2 and 3, which can then be controlled just as in the proof
of Theorem 2.2.

Finally, using independency and Section 5.7, the leading term appearing on the second part of Eq. (29) converges, as desired, to
𝐶 𝑃 𝐷(𝑏1−𝑎1)𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛1) ⋅ 𝐶 𝑃 𝐷(𝑏2−𝑎2)𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛2).
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7. Application: random piecewise expanding one-dimensional systems

We consider a class of random piecewise expanding one-dimensional systems (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) prescribed by the following
conditions. Elements in this class immediately comprise a system as in the general setup of Section 2.1 and will check that they also
comprise a system as in the working setup of Section 2.4 (i.e., satisfying Hypotheses (H1–H10)).

C1. Consider finitely many maps of the unit interval (or circle), 𝑇𝑣 ∶𝑀 →𝑀 , for 𝑣 ∈ {0,… , 𝑢− 1}. For ease of exposition, say that 𝑢 = 2.
They carry a family of open intervals 𝐴𝑣 = (𝜁𝑣,𝑖)𝐼𝑣𝑖=1 (𝐼𝑣 < ∞) so that 𝑀 ⧵

⋃𝐼𝑣
𝑖=1 𝜁𝑣,𝑖 is finite and 𝑇𝑣|𝜁𝑣,𝑖 is surjective and 𝐶2-differentiable

with
1 < 𝑑min ⩽ inf {|𝑇𝑣′(𝑥)| ∶ 𝑥 ∈ 𝜁𝑣,𝑖, 𝑣 = 1,… , 𝐼𝑣, 𝑖 = 0,… , 𝑢 − 1},

sup{|𝑇𝑣′′(𝑥)| ∶ 𝑥 ∈ 𝜁𝑣,𝑖, 𝑣 = 1,… , 𝐼𝑣, 𝑖 = 0,… , 𝑢 − 1} ⩽ 𝑐max < ∞.

C2. Let 𝛺 = {0, 1}Z. Set 𝑇𝜔 ∶= 𝑇𝜋0(𝜔), where 𝜋𝑗 (𝜔) = 𝜔𝑗 (𝑗 ∈ Z). Consider 𝜃 ∶ 𝛺 → 𝛺 to be the bilateral shift map.

For 𝑛 ⩾ 1, let 𝐴𝜔𝑛 =
⋁𝑛−1
𝑗=0(𝑇

𝑗
𝜔)−1𝐴𝜋𝑗 (𝜔). For 𝑛 = 0, we adopt the convention 𝐴𝜔0 = {(0, 1)} (∀𝜔 ∈ 𝛺). Write 𝜔

𝑛 =
⋃

𝜁∈𝐴𝜔𝑛
𝜁 (co-finite)

and, for 𝑥 ∈ 𝜔
𝑛 , denote by 𝐴𝜔𝑛 (𝑥) the element of 𝐴𝜔𝑛 containing 𝑥. In particular, 𝑥 ∈ 𝜔

𝑛 implies that 𝑥 is a point of differentiability
for 𝑇 𝑛𝜔 .

C3. Consider P ∈ 𝜃(𝛺) an equilibrium state associated to a Lipschitz potential. Usual instances are Bernoulli and Markov measures.

C4. Consider 𝛤 (𝜔) = {𝑥(𝜔)} (𝜔 ∈ 𝛺), where 𝑥 ∶ 𝛺 → 𝑀 is a random variable taking values either 𝑥0 or 𝑥1 (possibly coincident) in the
orm 𝑥(𝜔) = 𝑥𝜋0(𝜔), with {𝑥0, 𝑥1} ⊂

⋂

𝜔∈𝛺
⋂∞
𝑙=1 

𝜔
𝑙

18 (which needs to be a non-empty set).
Moreover, for each 𝜔 ∈ 𝛺, with the minimal period

𝑚(𝜔) ∶= min{𝑚 ⩾ 1 ∶ 𝑇 𝑚(𝜔)𝜔 𝑥(𝜔) = 𝑥(𝜃𝑚(𝜔)𝜔)} ∈ N⩾1 ∪ {∞},

one defines the number of finite-periods occurring along the 𝜔 fiber (𝐾(𝜔) ∈ N⩾0 ∪ {∞}) and the associated sequence of such periods
((𝑚𝑗 (𝜔))

𝐾(𝜔)−1
𝑗=0 ⊂ N⩾1), using the conventions 𝑚−1(𝜔) ∶≡ 0 and max ∅ ∶= 0, letting

𝐾(𝜔) ∶= max

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑘 ⩾ 1 ∶

𝑚0(𝜔) ∶= 𝑚(𝜔) ∈ N⩾1
𝑚1(𝜔) ∶= 𝑚(𝜃𝑚0(𝜔)𝜔) ∈ N⩾1
𝑚2(𝜔) ∶= 𝑚(𝜃𝑚1(𝜔)+𝑚0(𝜔)𝜔) ∈ N⩾1

…
𝑚𝑘−1(𝜔) ∶= 𝑚(𝜃𝑚𝑘−2(𝜔)+⋯+𝑚0(𝜔)𝜔)∈ N⩾1

⎫

⎪

⎪

⎬

⎪

⎪

⎭

∈ N⩾0 ∪ {∞}.

In particular, writing 𝑀𝑗 (𝜔) ∶=
∑𝑗−1
𝑘=0 𝑚𝑘(𝜔) for 1 ⩽ 𝑗 ⩽ 𝐾(𝜔) (with 𝑀0(𝜔) ∶≡ 0), one has:

𝑥(𝜔)
𝑇 𝑚0(𝜔)
𝜔

 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 𝑥(𝜃𝑀1(𝜔)𝜔)
𝑇 𝑚1(𝜔)
𝜃𝑀1(𝜔)𝜔

 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 𝑥(𝜃𝑀2(𝜔)𝜔)
𝑇 𝑚2(𝜔)
𝜃𝑀2(𝜔)𝜔

 ←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 𝑥(𝜃𝑀3(𝜔)𝜔) … .

We conclude (C4) assuming that the target satisfies the dynamical condition that

sup{𝑚𝑗 (𝜔) ∶ 𝜔 ∈ 𝛺 , 𝑗 = 0,… , 𝐾(𝜔) − 1} =∶𝑀𝛤 < ∞,

where the convention sup ∅ ∶= 0 is adopted.

C5. Suppose that there exists 𝑟 > 0, 𝐾 , 𝑄 > 1 and 𝛽 ∈ (0, 1] so that 𝜇𝜔 = ℎ𝜔 Leb forms a family in  (P)
𝑇 (𝑀) with: (i) (𝜔, 𝑥) ↦ ℎ𝜔(𝑥)

easurable, (ii) 𝐾−1 ⩽ ℎ𝜔|𝐵𝑟(𝑥(𝜔)) ⩽ 𝐾 a.s., and (iii) ℎ𝜔|𝐵𝑟(𝑥(𝜔)) ∈ Hol𝛽 (𝐵𝑟(𝑥(𝜔))) with 𝐻𝛽 (ℎ𝜔|𝐵𝑟(𝑥(𝜔))) ⩽ 𝑄 a.s. (see Remark 7.4), where,
for a metric space 𝑋, we set

𝐻 𝑜𝑙𝛽 (𝑋) =
⎧

⎪

⎨

⎪

⎩

𝑓 ∶ 𝑋 → R
|

|

|

|

|

sup
𝑥,𝑦∈𝑋
𝑥≠𝑦

|𝑓 (𝑥) − 𝑓 (𝑦)|
𝑑𝑋 (𝑥, 𝑦)

< ∞

⎫

⎪

⎬

⎪

⎭

and 𝐻𝛽 (𝑓 ) = sup
𝑥,𝑦∈𝑋
𝑥≠𝑦

|𝑓 (𝑥) − 𝑓 (𝑦)|
𝑑𝑋 (𝑥, 𝑦)

.

The following result says that Theorem 2.2 applies to systems in the class (C1–C5) and, in particular, they have quenched limit
entry distributions in the compound Poisson class with the needed statistical quantities presented explicitly.

Theorem 7.1. Let (𝜃 ,P, 𝑇𝜔, 𝜇𝜔, 𝛤 ) be a system satisfying conditions (C1–C5). Then the hypotheses of Theorem 2.2 are satisfied with

18 The intersection ⋂∞ 𝜔 is a co-countable set (∀𝜔 ∈ 𝛺).
𝑙=1 𝑙
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𝛼𝓁 = ∫ 𝛺

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

ℎ𝜔(𝑥(𝜔))

∫𝛺
ℎ𝜔(𝑥(𝜔))𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
−
(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1
]

, if 𝓁 ⩽ 𝐾(𝜔)

ℎ𝜔(𝑥(𝜔))

∫𝛺
ℎ𝜔(𝑥(𝜔))𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
]

, if 𝓁 = 𝐾(𝜔) + 1

0 , if 𝓁 ⩾ 𝐾(𝜔) + 2

𝑑P(𝜔).

The quantities 𝛼𝓁 comply with (H9) and Theorem 2.1, allowing for 𝜆𝓁 = (𝛼𝓁 − 𝛼𝓁+1)∕𝛼1 to hold.
In particular: ∀𝑡>0,∀(𝜌𝑚)𝑚⩾1↘0 with ∑

𝑚⩾1 𝜌𝑚
𝑞<∞(for some 0<𝑞 <1) one has

𝜇𝜔(𝑍
𝜔,⌊𝑡∕�̂�(𝛤𝜌𝑚 )⌋
𝛤𝜌𝑚

= 𝑛)
P-a.s.
⟶
𝑚→∞

CPD𝑡𝛼1 ,(𝜆𝓁 )𝓁 (𝑛)(∀𝑛 ⩾ 0),

and

𝑌
𝜔,⌊𝑡∕�̂�(𝛤𝜌𝑚 )⌋
𝛤𝜌𝑚 ∗

𝜇𝜔
P-a.s.
⟶
𝑚→∞

CPPP𝑡𝛼1 ,(𝜆𝓁 )𝓁 in (M). (30)

We will prove the theorem after a few remarks on relevant subclasses within (C1–C5) and examples.

Remark 7.1. When the maps 𝑇𝑣 are piecewise expanding linear maps, they preserve Lebesgue and Conditions (C1)–(C3), (C5) are
immediately satisfied.

To illustrate Condition (C4), or, better said, condition 𝑀𝛤 < ∞, we can look at deterministic targets 𝑥(𝜔) ≡ 𝑥. Two noticeable
cases occur:

(i) Pure periodic points 𝑥: when there is some 𝑚∗ = 𝑚∗(𝑥) ⩾ 1 so that 𝑥 is (minimally) fixed by any concatenations of 𝑚∗ maps in
(𝑇𝑣)𝑢−1𝑣=0. In this case, 𝑚(𝜔) ≡ 𝑚∗, 𝐾(𝜔) ≡ ∞, 𝑚𝑗 (𝜔) ≡ 𝑚∗ and 𝑀𝛤 = 𝑚∗.
It is convenient to represent these types of examples with diagrams (that can neglect topological information), where the
deterministic target 𝑥 is highlighted with a green ball, each arrow indicates how each map 𝑇𝑣 acts, blue cycles indicate cycles
that avoid the target, purple paths indicate paths between the blue cycles and the target and yellow cycles indicate cycles
that include the target (but are not obtained composing blue cycles with purple paths) (see Figs. 1 and 2).

Fig. 1. (a) Pure one-periodic diagram. Fig. 2. (b) Pure two-periodic diagram.

Considering Remark 7.1, we can easily present explicit examples of systems complying with cases (a) and (b) above. In both
examples, 𝑥(𝜔) ≡ 1∕2 and all maps preserve Lebesgue. Constructions of this kind are possible for any 𝑚∗ ⩾ 1 and 𝑢 ⩾ 1 (see
Figs. 3 and 4).

Fig. 3. (a) A pure one-periodic system.
Fig. 4. (b) A pure two-periodic system.
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(ii) Pure aperiodic points 𝑥: when 𝑥 is not fixed by any finite concatenation of maps in (𝑇𝑣)𝑢−1𝑣=0. In this case, 𝑚(𝜔) ≡ ∞, 𝐾(𝜔) ≡ 0
and 𝑀𝛤 = 0 (see Fig. 5).
Here are some compatible diagrams in this case:

Fig. 5. Some pure aperiodic diagrams.

Explicit examples realizing these structures (or exhibiting these sorts of behaviors) can be tricky to construct,19 especially
when the diagram is infinite and one has to control the behavior of infinitely many iterates of the system.20 Notice, however,
that, once the maps are fixed, the set of pure aperiodic 𝑥’s is generic, because it is given by

𝑀 ⧵
⋃

𝑝⩾1

⋃

(𝑣0 ,…,𝑣𝑝−1)∈{0,…,𝑢−1}𝑝
Fix(𝑇𝑣𝑝−1 ◦ … ◦ 𝑇𝑣0 ),

which is co-countable (see Figs. 6 and 7).
For a finite diagram such as the last one in the first row, we can consider the following explicit example:

Fig. 6. A pure aperiodic system.

19 We are not claiming that every (possible) diagram compatible with (ii) can be realized by examples in the class (C1–C5).
20 In this direction, beta maps with irrational translation and rational (random) targets were studied in [29]. They do not fit exactly in the class (C1–C5)

because they do not have surjective branches. However, they can be dealt with here by considering their action on 𝑆1 rather than on [0, 1]. See Remark 7.3.
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(iii) Hybrid. This is the general case. They can combine the behavior in (i) and (ii) while still verifying 𝑀𝛤 < ∞. Here are some
possible diagrams in this case:

Fig. 7. Some hybrid diagrams.
For a finite diagram such as the last one in the first row, we can consider the following explicit example:

Fig. 8. A hybrid system.
(iv) Non-examples. Here are some diagrams which do not satisfy 𝑀𝛤 <∞.

Fig. 9. Some non-examples diagrams.
Notice that, whenever a purple path occurs, arbitrarily large periods can be formed. But this can occur without purple paths
as well, as in the first diagram. Moreover, this can occur both with infinite diagrams (the first two) and with finite diagrams
(the last two) (see Figs. 8 and 9).

Remark 7.2. It is not being claimed that systems as in (iv) are not covered by the theory presented in Theorem 2.2. It is just being
said that systems as in (iv) are not treated with the techniques used in this section (to calculate underlying 𝛼𝓁 ’s).
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Proof of Theorem 7.1. It is enough to check that Conditions (C1)–(C5) imply the Hypotheses (H1–H7, H9–H10) of Section 2.4.
Here we check just (H9) and the rest are left for the reader (who should choose 𝐵𝑅(𝑦

𝜔,𝑛
𝑘 ) ≡ (0, 1), d = 0,

−
𝜔𝑛 ,

+−
 𝜔
𝑛 ≡ ∅, 𝑑0, 𝑑1 = 1, 𝜅 ∈

R>1, p ∈ R>1).
We start calculating 𝛼𝓁 ’s. Consider 𝓁 ⩾ 1 and 𝜔 ∈ 𝛺 (eventually taken in a set of full measure).
Consider

𝐿 ⩾𝑀𝓁∧𝐾(𝜔)(𝜔). (31)

Then take 𝜌0(𝜔, 𝐿) = 𝜌0(𝜋0(𝜔),… , 𝜋𝐿(𝜔)) small enough so that 𝜌 ⩽ 𝜌0(𝜔, 𝐿) implies

𝑇 𝑖𝜔𝐵𝜌(𝑥(𝜔)) ∩ 𝐵𝜌(𝑥(𝜃𝑖𝜔)) = ∅, ∀𝑖 ∈ [1, 𝐿] ⧵ {𝑀𝑘(𝜔) ∶ 𝑘 ∈ [1, 𝐾(𝜔)]}, (32)

which can be guaranteed noticing that

(a) returns occur precisely in the instants {𝑀𝑘(𝜔) ∶ 𝑘 ∈ [1, 𝐾(𝜔)]} and not in between (by minimality),
(b) 𝑇 𝑖𝜔 is continuous on 𝑥(𝜔) (∀𝑖 ⩾ 1), a.s., because, by (C4), one has

𝑥(𝜔) ∈ {𝑥0, 𝑥1} ⊂
∞
⋂

𝑙=1
𝜔
𝑙 ⊂ 𝜔

𝑖 , a.s.

Because of the previous constraint, one could have started with 𝐿’s of the form 𝐿 = 𝑀𝑞𝐿∧𝐾(𝜔)(𝜔), 𝑞𝐿 ⩾ 𝓁 (so still satisfying
q. (31)), in the sense that other choices of 𝐿 are superfluous from the viewpoint of the quantity we will study, 𝑍𝜔,𝐿

𝛤𝜌
. Then one

ould restrict 𝜌0(𝜔, 𝐿) further so that 𝜌 ⩽ 𝜌0(𝜔, 𝐿) implies:

𝑇

𝑀𝑘−𝑘′
(

𝜃𝑀𝑘′ (𝜔)𝜔
)

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑀𝑘(𝜔) −𝑀𝑘′ (𝜔)
𝜃𝑀𝑘′ (𝜔)𝜔

𝐵𝜌(𝑥(𝜃𝑀𝑘′ (𝜔)𝜔)) ⊂ 𝐴𝜃𝑀𝑘 (𝜔)𝜔
𝑀𝑞𝐿∧𝐾(𝜔)(𝜔)−𝑀𝑘(𝜔)

(

𝑥(𝜃𝑀𝑘(𝜔)𝜔)
)

,∀𝑘′, 𝑘 ∈ [0, 𝑞𝐿 ∧𝐾(𝜔)], 𝑘′ ⩽ 𝑘, (33)

which can be guaranteed noticing that

(a) 𝑇
𝑀𝑘−𝑘′

(

𝜃𝑀𝑘′ (𝜔)𝜔
)

𝜃𝑀𝑘′ (𝜔)𝜔
𝑥(𝜃𝑀𝑘′ (𝜔)𝜔) = 𝑥(𝜃𝑀𝑘−𝑘′

(

𝜃𝑀𝑘′ (𝜔)𝜔
)

𝜃𝑀𝑘′ (𝜔)𝜔) = 𝑥(𝜃𝑀𝑘(𝜔)𝜔), with the latter point included in

{𝑥0, 𝑥1}
(𝐶4)
⊂

∞
⋂

𝑙=1
𝜃𝑀𝑘 (𝜔)𝜔
𝑙 ⊂ 𝜃𝑀𝑘 (𝜔)𝜔

𝑀𝑞𝐿∧𝐾(𝜔)(𝜔)−𝑀𝑘(𝜔)
,

(b) 𝑇
𝑀𝑘−𝑘′

(

𝜃𝑀𝑘′ (𝜔)𝜔
)

𝜃𝑀𝑘′ (𝜔)𝜔
is continuous at 𝑥(𝜃𝑀𝑘′ (𝜔)𝜔), because, again by (C4), one has 𝑥(𝜃𝑀𝑘′ (𝜔)𝜔) ∈ 𝜃𝑀𝑘′ (𝜔)𝜔

𝑀𝑘−𝑘′
(

𝜃𝑀𝑘′ (𝜔)𝜔
).

The point of Condition (33) is to say that, 𝜌 is so small that, starting from any pre-intermediary time 𝑀𝑘′ (𝜔) and going to any
ost-intermediary step 𝑀𝑘(𝜔), the initial 𝜌-sized ball grows under iteration up to time 𝑀𝑘(𝜔) but still fitting inside a partition domain

(thus an injectivity domain) of the map evolving from time 𝑀𝑘(𝜔) until the end, 𝑀𝑞𝐿∧𝐾(𝜔). In particular, the image balls will not
break injectivity (or wrap around). Most importantly, it is implied that for any 𝑧 ∈ 𝐵𝜌(𝑥(𝜔)):

(

𝐼𝜔,𝜌0 (𝑧), 𝐼𝜔,𝜌𝑀1(𝜔)
(𝑧),… , 𝐼𝜔,𝜌𝑀𝑞𝐿∧𝐾(𝜔)(𝜔)

(𝑧)
)

is a binary sequence starting with a batch of 1’s followed by a (possibly degenerate) batch of 0’s (e.g. 11100, 1111 or 10000).
Then, for 𝜔, 𝐿 and 𝜌 as above, one has:

�̂�𝜔𝓁 (𝐿, 𝜌)𝜇𝜔(𝛤𝜌(𝜔)) = 𝜇𝜔(𝑍
𝜔,𝐿−1
∗𝛤𝜌

⩾ 𝓁 − 1, 𝐼𝜔,𝜌0 = 1) (32)
= 𝜇𝜔

(

∑

𝑗∈{𝑀𝑘(𝜔)∶𝑘∈[1,𝑞𝐿∧𝐾(𝜔)]}
𝐼𝜔,𝜌𝑗 ⩾ 𝓁 − 1, 𝐼𝜔,𝜌0 = 1

)

(33)
=

⎧

⎪

⎨

⎪

⎩

𝜇𝜔
(

𝐼𝜔,𝜌0 = 1, 𝐼𝜔,𝜌𝑀1(𝜔)
= 1,… , 𝐼𝜔,𝜌𝑀𝓁−1(𝜔)

= 1
)

, if 𝓁 − 1 ⩽ 𝐾(𝜔)

0 , otherwise

(33)
=

⎧

⎪

⎨

⎪

⎩

𝜇𝜔
(

𝐼𝜔,𝜌𝑀𝓁−1(𝜔)
= 1

)

, if 𝓁 − 1 ⩽ 𝐾(𝜔)

0 , otherwise
,

so that

𝛼𝜔𝓁 (𝐿, 𝜌)
𝜇𝜔(𝛤𝜌(𝜔))
�̂�(𝛤𝜌)

(11)
=

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

𝜇𝜔
(

(𝑇𝑀𝓁−1(𝜔)
𝜔 )−1𝛤𝜌(𝜃𝑀𝓁−1(𝜔)𝜔)

)

�̂�(𝛤𝜌)
−
𝜇𝜔

(

(𝑇𝑀𝓁 (𝜔)
𝜔 )−1𝛤𝜌(𝜃𝑀𝓁 (𝜔)𝜔)

)

�̂�(𝛤𝜌)
, if 𝓁 ⩽ 𝐾(𝜔),

𝜇𝜔
(

(𝑇𝑀𝓁−1(𝜔)
𝜔 )−1𝛤𝜌(𝜃𝑀𝓁−1(𝜔)𝜔)

)

�̂�(𝛤𝜌)
, if 𝓁 = 𝐾(𝜔) + 1,
⎩

0 , if 𝓁 ⩾ 𝐾(𝜔) + 2.
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Notice that

𝜇𝜔
(

(𝑇𝑀𝓁−1(𝜔)
𝜔 )−1𝛤𝜌(𝜃𝑀𝓁−1(𝜔)𝜔)

)

�̂�(𝛤𝜌)
=

Leb
(

ℎ𝜔1(𝑇
𝑀𝓁 (𝜔)
𝜔 )−1𝛤𝜌(𝜃

𝑀𝓁 (𝜔)𝜔)

)

∫𝛺 Leb(ℎ𝜔1𝛤𝜌(𝜔))𝑑P(𝜔)

=
[ℎ𝜔(𝑥(𝜔)) + (𝜖)] Leb

(

(𝑇𝑀𝓁 (𝜔)
𝜔 )−1𝐵𝜌(𝑥(𝜃𝑀𝓁 (𝜔)𝜔))

)

∫𝛺[ℎ𝜔(𝑥(𝜔)) + (𝜖)]Leb(𝐵𝜌(𝑥(𝜔)))𝑑P(𝜔)

=
[ℎ𝜔(𝑥(𝜔)) + (𝜖)]

[

(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1 + (𝜖)
]

Leb
(

𝐵𝜌(𝑥(𝜃𝑀𝓁 (𝜔)𝜔))
)

∫𝛺[ℎ𝜔(𝑥(𝜔)) + (𝜖)]Leb(𝐵𝜌(𝑥(𝜔)))𝑑P(𝜔)

=
ℎ𝜔(𝑥(𝜔)) + (𝜖)

∫𝛺 ℎ𝜔(𝑥(𝜔)) + (𝜖)𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1 + (𝜖)
]

(34)

where, given 𝜖 > 0 (for 𝜔 and 𝐿 chosen as above), we have considered 𝜌 ⩽ 𝜌1(𝜔,𝜖) < 𝑟 (see (C5)), with 𝜌1(𝜔, 𝜖) small enough so that
for any 𝜌 ⩽ 𝜌1(𝜔, 𝜖):

ℎ𝜔(𝑧) = ℎ𝜔(𝑥(𝜔)) + (𝜖),∀𝑧 ∈ 𝐵𝜌(𝑥(𝜔))

and
(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑧)

)−1 =
(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1 + (𝜖),∀𝑧 ∈ 𝐵𝜌(𝑥(𝜔)).

We can write
𝜌1(𝜔, 𝜖) =

(

𝜖∕𝐻𝛽 (ℎ𝜔|𝐵𝑟(𝑥(𝜔)))
)1∕𝛽

∧
(

𝜖∕𝐻𝛽

(

[𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 ]−1|𝐵𝑟(𝑥(𝜔))

))1∕𝛽
∧ 1.

We can use (C1) (finitely many maps and uniformly bounded second derivatives), (C4) (uniformly bounded finite-periods) and
C5) (uniform Hölder constants for the densities) to pass to controls that are uniform on 𝜔 and then integrate: for any 𝜖 > 0,
𝐿 ⩾ 𝐿∗ ∶= 𝓁𝑀𝛤 and

𝜌 ⩽ 𝜌∗(𝐿, 𝜖) ∶= min
(𝑣0 ,…,𝑣𝐿 )
∈ {0,1}𝐿+1

𝜌1(𝑣0,… , 𝑣𝐿) ∧ ess inf
𝜔

𝜌1(𝜔, 𝜖) ∈ (0, 1],

one has
𝛼𝓁(𝐿, 𝜌) =

∫ 𝛺

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

ℎ𝜔(𝑥(𝜔)) + (𝜖)

∫𝛺
ℎ𝜔(𝑥(𝜔)) + (𝜖)𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
+ (𝜖) −

(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1
− (𝜖)

]

, if 𝓁 ⩽ 𝐾(𝜔)

ℎ𝜔(𝑥(𝜔)) + (𝜖)

∫𝛺
ℎ𝜔(𝑥(𝜔)) + (𝜖)𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
+ (𝜖)

]

, if 𝓁 = 𝐾(𝜔) + 1

0 , if 𝓁 ⩾ 𝐾(𝜔) + 2

𝑑P(𝜔),

then taking iterated limits of the type lim𝜖 lim𝐿 lim𝜌 one finds that

𝛼𝓁 = ∫ 𝛺

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

ℎ𝜔(𝑥(𝜔))

∫𝛺
ℎ𝜔(𝑥(𝜔))𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
−
(

𝐽 𝑇𝑀𝓁 (𝜔)
𝜔 (𝑥(𝜔))

)−1
]

, if 𝓁 ⩽ 𝐾(𝜔)

ℎ𝜔(𝑥(𝜔))

∫𝛺
ℎ𝜔(𝑥(𝜔))𝑑P(𝜔)

[

(

𝐽 𝑇𝑀𝓁−1(𝜔)
𝜔 (𝑥(𝜔))

)−1
]

, if 𝓁 = 𝐾(𝜔) + 1

0 , if 𝓁 ⩾ 𝐾(𝜔) + 2

𝑑P(𝜔). (35)

The following diagram helps one to visualize how the integrand in Eq. (35), with the factor ℎ𝜔(𝑥(𝜔))
∫𝛺 ℎ𝜔(𝑥(𝜔))𝑑P(𝜔)

suppressed, changes

(a) for 𝜔’s with varying amounts of periodicity (read the different lines),
(b) as 𝓁 grows (read the different columns).
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𝓁 = 1 𝓁 = 2 𝓁 = 3

𝐾(𝜔) = ∞∶

(

1 − 1∕𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔)),

1 − 1∕𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜔))

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

,
1 − 1∕𝐽 𝑇 𝑚2(𝜔)

𝜃𝑚0(𝜔)+𝑚1(𝜔)𝜔
(𝑥(𝜔))

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))𝐽 𝑇 𝑚1(𝜔)

𝜃𝑚0(𝜔)𝜔
(𝑥(𝜔))

,…

)

𝐾(𝜔) = 0 ∶ ( 1 , 0 , 0 , 0̄…)

𝐾(𝜔) = 1∶
(

1 − 1∕𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔)), 1

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

, 0 , 0̄…

)

𝐾(𝜔) = 2∶
(

1 − 1∕𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔)),

1 − 1∕𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜔))

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

, 1
𝐽 𝑇 𝑚0(𝜔)

𝜔 (𝑥(𝜔))𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜔))
, 0̄…

)

.

(36)

Having found that 𝛼𝓁 ’s exist and have explicit representation, it remains to check that 𝛼1 > 0 and ∑∞
𝓁=1 𝓁

2𝛼𝓁 <∞.
It holds that 𝛼1 > 0 because the quantity found in the first column of diagram (36) is bounded below by 1 − 1∕𝑑min > 0.
Moreover, considering the integrand of Eq. (35), we see that 𝛼𝓁 is at most (1∕𝑑min)𝓁−1, therefore

∞
∑

𝓁=1
𝓁2�̂�𝓁 ⩽

∞
∑

𝓁=1
𝓁2(1∕𝑑min)𝓁−1 <∞,

since 𝑑min > 1.
This concludes that Conditions (C1)–(C4) imply the hypotheses of Theorem 2.2 and that the associated 𝛼𝓁 ’s satisfy (H9) and the

hypotheses of Theorem 2.1.
Let us finally notice that in this case, where 𝑑0, 𝑑1, 𝜂 , 𝛽 = 1 and p = ∞ (i.e., can be taken arbitrarily large), 𝑞(𝑑0, 𝑑1, 𝜂 , 𝛽 , p), reduces

to 1. This is because the system of inequalities appearing at end of proof of Lemma 4.2 reduces to only two (1 > 𝛼 and 𝑤 > 2 for
𝛼 , 𝑤) ∈ (0, 1) × (1,∞)) which admit a solution that opens a margin of (at least) 1 in both equations. ■

Remark 7.3. For 𝑀 = [0, 1], the use of surjective branches in (C1) was to facilitate as much as possible the presentation of covers
nd cylinders in (H2) below. But these can be still presented without surjective branches. For example, one could consider the beta

maps 𝑇0(𝑥) = 1∕2 + 2𝑥 (mod 1) and 𝑇1(𝑥) = 1∕2 + 3𝑥 (mod 1). On the other hand, to have the type of decay against Lipschitz test
functions we will be after in (H7), the interval maps ought to have surjective branches (otherwise the good functional space becomes
bounded variation instead of Lipschitz), which is not the case of the previous beta maps. In this situation, one has to resort to seeing
these beta maps as acting smoothly in 𝑀 = 𝑆1, and cylinders will not anymore mark regions of continuity/differentiability, but will
still mark injective regions.

Remark 7.4. Condition (C5) was included to make transparent what is really used in the argument above. But one should be aware
that Conditions (C1–C3) suffice to conclude that densities are a.s. bounded away from 0 and ∞ and a.s. admit a uniform Hölder
onstant (on the entire manifold 𝑀). See [24] Example 21. This is stronger than (C5), which then can, technically, be omitted from

the list of conditions.
Now we concentrate on analyzing how the conclusions of Theorem 7.1 refine (or how 𝛼𝓁 ’s in Eq. (35) simplify) when additional

conditions are considered.

Corollary 1. Consider the assumptions of Theorem 7.1 and assume further that 𝐾(𝜔) = 0 a.s.
Then

𝛼𝓁 =

{

1, if 𝓁 = 1
0, if 𝓁 ⩾ 2,

(37)

and CPD in the limit theorem boils down to a standard Poisson.

Proof. Immediate. ■

Corollary 2. Consider the assumptions of Theorem 7.1 and assume further that P is Bernoulli, 𝐾(𝜔) = ∞ a.s. and21

ℎ𝜔(𝑥(𝜔)) ⟂
(

𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
)

𝑗
.

Then

𝛼𝓁 = (𝐷 − 1)𝐷−𝓁 , with 𝐷−1 ∶= ∫𝛺
[𝐽 𝑇 𝑚0(𝜔)

𝜔 𝑥(𝜔)]−1𝑑P(𝜔),

and the CPD in the limit theorem boils down to a Polya–Aeppli (or geometric) one.

21 This occurs, for example, when ℎ𝜔 ≡ 1 a.s., or much more generally, when ℎ𝜔 depends only on the past entries of 𝜔 (see, e.g., [36] prop. 1.2.3 and [37]

prop. 3.3.2).
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Proof. Notice that 𝐾(𝜔) = ∞ a.s. and the independence of ℎ𝜔(𝑥(𝜔)) from the rest implies

𝛼𝓁 = ∫𝛺

𝓁−2
∏

𝑗=0

[

𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
]−1

𝑑P(𝜔) − ∫𝛺

𝓁−1
∏

𝑗=0

[

𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
]−1

𝑑P(𝜔),

then, after we make the point in (I) that
(

𝜔↦ 𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
)

𝑗
is independent under P, we will find that

𝛼𝓁 =
𝓁−2
∏

𝑗=0
∫𝛺

[

𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
]−1

𝑑P(𝜔) −
𝓁−1
∏

𝑗=0
∫𝛺

[

𝐽 𝑇 𝑚𝑗 (𝜔)
𝜃𝑀𝑗 (𝜔)𝜔

(𝑥(𝜃𝑀𝑗 (𝜔)𝜔))
]−1

𝑑P(𝜔),

which, we will argue in (II), equals

𝛼𝓁 =
𝓁−2
∏

𝑗=0
∫𝛺

[

𝐽 𝑇 𝑚0(𝜔)
𝜔 𝑥(𝜔)

]−1
𝑑P(𝜔) −

𝓁−1
∏

𝑗=0
∫𝛺

[

𝐽 𝑇 𝑚0(𝜔)
𝜔 𝑥(𝜔)

]−1
𝑑P(𝜔) = (𝐷 − 1)𝐷−𝓁 ,

where 𝐷−1 ∶= ∫𝛺[𝐽 𝑇
𝑚0(𝜔)
𝜔 𝑥(𝜔)]−1𝑑P(𝜔), as desired.

Let us keep track of the points that are missing.
(I) Notice first that

P(𝑚0(𝜔)=𝑖0, 𝑚1(𝜔)=𝑖1) = P(𝑚0(𝜔)=𝑖0, 𝑚0(𝜃𝑖0𝜔)=𝑖1) = P(𝑚0(𝜔)=𝑖0)P(𝑚0(𝜔)=𝑖1),

where the latter equality is because 𝜋𝑗 ’s are independent under P and the indicator functions of the events in the left-hand side can
e expressed as functions of, respectively, 𝜋0,… , 𝜋𝑖0−1 and 𝜋𝑖0 ,… , 𝜋𝑖0+𝑖1−1, with no overlaps. On the other hand

P(𝑚1(𝜔) = 𝑖1) =
∑

𝑖0

P(𝑚0(𝜔) = 𝑖0, 𝑚1(𝜔) = 𝑖1)

=
∑

𝑖0

P(𝑚0(𝜔) = 𝑖0)P(𝑚0(𝜔) = 𝑖1) = P(𝑚0(𝜔) = 𝑖1).

So combining the two previous chains of equality, we find that 𝑚0 and 𝑚1 are independent, i.e., 𝑚0 ⟂ 𝑚1.
By a similar independence argument, we find that

(

[𝐽 𝑇 𝑖0⋅ (𝑥(⋅))]−1,1𝑚0(⋅)=𝑖0

)

⟂
(

[𝐽 𝑇 𝑖1
𝜃𝑖0 ⋅

(𝑥(𝜃𝑖0 ⋅))]−1,1𝑚0(𝜃𝑖0 ⋅)=𝑖1

)

,

and therefore

P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑎,
[

𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜃𝑚0(𝜔)𝜔))
]−1 = 𝑏

})

=
∑

𝑖0

∑

𝑖1

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖0𝜔 (𝑥(𝜔))
]−1 = 𝑎,

[

𝐽 𝑇 𝑖1
𝜃𝑖0𝜔

(𝑥(𝜃𝑖0𝜔))
]−1 = 𝑏, 𝑚0(𝜔) = 𝑖0, 𝑚1(𝜔) = 𝑖1

})

=
∑

𝑖0

∑

𝑖1

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖0𝜔 (𝑥(𝜔))
]−1 = 𝑎,

[

𝐽 𝑇 𝑖1
𝜃𝑖0𝜔

(𝑥(𝜃𝑖0𝜔))
]−1 = 𝑏, 𝑚0(𝜔) = 𝑖0, 𝑚0(𝜃𝑖0𝜔) = 𝑖1

})

=
∑

𝑖0

∑

𝑖1

[

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖0𝜔 (𝑥(𝜔))
]−1 = 𝑎, 𝑚0(𝜔)=𝑖0

})

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖1
𝜃𝑖0𝜔

(𝑥(𝜃𝑖0𝜔))
]−1 = 𝑏, 𝑚0(𝜃𝑖0𝜔)=𝑖1

})]

=

[

∑

𝑖0

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖0𝜔 (𝑥(𝜔))
]−1 = 𝑎, 𝑚0(𝜔) = 𝑖0

})

] [
∑

𝑖1

P
({

𝜔 ∶
[

𝐽 𝑇 𝑖1𝜔 (𝑥(𝜔))
]−1 = 𝑏, 𝑚0(𝜔) = 𝑖1

})

]

= P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑎
})

P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑏
})

.

As a consequence,

P
({

𝜔 ∶
[

𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜃𝑚0(𝜔)𝜔))
]−1 = 𝑏

})

=
∑

𝑎
P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑎,
[

𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

(𝑥(𝜃𝑚0(𝜔)𝜔))
]−1 = 𝑏

})

=
∑

𝑎
P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑎
})

P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑏
})

= P
({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1 = 𝑏
})

.

So combining the two previous chains of equality, we find, as desired, that

[𝐽 𝑇 𝑚0(⋅)
⋅ (𝑥(⋅))]−1 ⟂ [𝐽 𝑇 𝑚1(⋅)

𝜃𝑚0(⋅)⋅
(𝑥(𝜃𝑚0(⋅)⋅))]

−1
.

(II) Notice that

∫𝛺

[

𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

𝑥(𝜃𝑚0(𝜔)𝜔)
]−1𝑑P(𝜔) =

∑

𝑏
𝑏P

({

𝜔 ∶
[

𝐽 𝑇 𝑚1(𝜔)
𝜃𝑚0(𝜔)𝜔

𝑥(𝜃𝑚0(𝜔)𝜔)
]−1 = 𝑏

})

=
∑

𝑏
𝑏P

({

𝜔 ∶
[

𝐽 𝑇 𝑚0(𝜔)
𝜔 (𝑥(𝜔))

]−1
= 𝑏

})

= ∫𝛺

[

𝐽 𝑇 𝑚0(𝜔)
𝜔 𝑥(𝜔)

]−1
𝑑P(𝜔),

where we have used the last equality in (I). ■
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