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Abstract: We prove quenched versions of (i) a large deviations principle (LDP), (ii) a
central limit theorem (CLT), and (iii) a local central limit theorem for non-autonomous
dynamical systems. A key advance is the extension of the spectral method, commonly
used in limit laws for deterministic maps, to the general random setting. We achieve this
via multiplicative ergodic theory and the development of a general framework to control
the regularity of Lyapunov exponents of rwisted transfer operator cocycles with respect
to a twist parameter. While some versions of the LDP and CLT have previously been
proved with other techniques, the local central limit theorem is, to our knowledge, a com-
pletely new result, and one that demonstrates the strength of our method. Applications
include non-autonomous (piecewise) expanding maps, defined by random compositions
of the form 7n-1,, o - - - o 55, o T, An important aspect of our results is that we only
assume ergodicity and invertibility of the random driving o : 2 — €2; in particular no
expansivity or mixing properties are required.
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1. Introduction

The Nagaev-Guivarc’h spectral method for proving the central limit theorem (due to
Nagaev [39,40] for Markov chains and Guivarc’h [26,45] for deterministic dynamics) is
a powerful approach with applications to several other limit theorems, in particular large
deviations and the local limit theorem. In the deterministic settingamap 7 : X — X on
a state space X preserves a probability measure ;2 on X. An observable g : X — R gen-
erates a p-stationary process {g(7"x)},>0 and one studies the statistics of this process.
Central to the spectral method is the transfer operator! £ : B (9, acting on a Banach
space B C L'(u) of complex-valued functions with regularity properties compatible
with the regularity of 7. A rwist parameter 6 € C is introduced to form the twisted
transfer operator £? f := L(e%8 f). The three key steps to the spectral approach are:

S1. Representing the characteristic function of Birkhoff (partial) sums S, g = Z?:_ol go
T' as integrals of n'" powers of twisted transfer operators.

S2. Quasi-compactness (existence of a spectral gap) for the twisted transfer operators
L for 6 near zero.

S3. Regularity (e.g. twice differentiable for the CLT) of the leading eigenvalue of the
twisted transfer operators £? with respect to the twist parameter 6, for @ near zero.

This spectral approach has been widely used to prove limit theorems for deterministic dy-
namics, including large deviation principles [28,44], central limit theorems [6,11,28,45],
Berry-Esseen theorems [23,26], local central limit theorems [23,28,45], and vector-
valued almost-sure invariance principles [24,36]. We refer the reader to the excellent
review paper [25], which provides a broader overview of how to apply the spectral
method to problems of these types, and the references therein.

In this paper, we extend this spectral approach to the situation where we have a family
of maps {7, }weq, parameterised by elements of a probability space (€2, P). These maps
are composed according to orbits of a driving system o : Q — . The resulting

1 The transfer operator satisfies Jx f-goTdu= [y Lf-gduforfe LY(w), g € L®(w).
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dynamics takes the form of a map cocycle T n-1,,0- - - 0Ty 0 T,,. In terms of real-world
applications, we imagine that 2 is the class of underlying configurations that govern
the dynamics on the (physical or state) space X. As time evolves, o updates the current
configuration and the dynamics 7,, on X correspondingly changes. To retain the greatest
generality for applications, we make minimal assumptions on the configuration updating
(the driving dynamics) o, and only assume o is P-preserving, ergodic and invertible; in
particular, no mixing hypotheses are imposed on o.

We will assume certain uniform-in-w (eventual) expansivity conditions for the maps
T,. Our observable g : 2 x X — R can (and, in general, will) depend on the base
configuration w and will satisfy a fibrewise finite variation condition. One can repre-
sent the random dynamics by a deterministic skew product transformation t(w, x) =
(0(w), Ty(x)), e R, x € X.Itis well known that whenever o is invertible and /&
is a T-invariant probability measure with marginal P on the base €2, the disintegration of
i with respect to P produces conditional measures @, which are equivariant; namely
Mo o T U= i50. Our limit theorems will be established i,,-almost surely and for
P-almost all choices of w; we therefore develop guenched limit theorems. In the much
simpler case where o is Bernoulli, which yields an i.i.d. composition of the elements of
{Tw}weq, one is often interested in the study of limit laws with respect to a measure [t
which is invariant with respect to the averaged transfer operator, and reflects the out-
comes of averaged observations [4,43]. The corresponding limit laws with respect to [t
are typically called annealed limit laws; see [2] and references therein for recent results
in this framework.

As is common in the quenched setting, we impose a fiberwise centering condition for
the observable. Thus, limit theorems in this context deal with fluctuations about a time-
dependent mean. For example, if the observable is temperature, the limit theorems would
characterise temperature fluctuations about the mean, but this mean is allowed to vary
with the seasons. The recent work [1] provides a discussion of annealed and quenched
limit theorems, and in particular an example regarding the necessity of fibrewise cen-
tering the observable for the quenched case. Without such a condition, quenched limit
theorems have been established exclusively in special cases where all maps preserve a
common invariant measure [6,41] (and where the centering is obviously identical on
each fibre).

In the quenched random setting we generalise the above three key steps of the spectral
approach:

R1. Representing the (w-dependent) characteristic function of Birkhoff (partial) sums
S,g(w, -) defined by (1) as an integral of n'" random compositions of twisted
transfer operators.

R2. Quasi-compactness for the twisted transfer operator cocycle; equivalently, existence
of a gap in the Lyapunov spectrum of the cocycle ES)’ ™ .= ,an,lw o---0Lf w© EZ
for 6 near zero.

R3. Regularity (e.g. twice differentiable for the CLT) of the leading Lyapunov exponent
and Oseledets spaces of the twisted transfer operators cocycle with respect to the
twist parameter 6, for 6 near zero.

At this point we note that the key steps S1-S3 in the deterministic spectral approach
mean that one satisfies the requirement for a naive version of the Nagaev-Guivarc’h
method [25]; namely E(e!?5) = c(0)A(9)" +d,,(9) for ¢ continuous at 0 and, on for 6 in
anear 0, |d,|co/A(0)" — 0. In this case, A(0) is the leading eigenvalue of Lo, Similarly,
the key steps R1-R3 yield an analogue naive version of a random Nagaev-Guivarc’h



D. Dragicevié, G. Froyland, C. Gonzdlez-Tokman, S. Vaienti

method, where for all complex 6 in a neighborhood of 0, and P-a.e. w € €2, we have that
1
lim —log|E,, (e/58@)) = A @),
n—oon

where A(0) is the top Lyapunov exponent of the random cocycle generated by EZ) (see
Lemma 4.3). This condition is of course weaker than the asymptotic equivalence of [25],
but together with the exponential decay of the norm of the projections to the complement
of the top Oseledets space (see Sect. 4.2), which handles the error corresponding to
quantity d,, above, we are able to achieve the desired limit theorems. Under this analogy,
we could consider our result as a new naive version of the Nagaev-Guivarc’h method,
framed and adapted to random dynamical systems.

The quasi-compactness of the twisted transfer operator cocycle (item 2 above) will
be based on the works [18,20], which have adapted multiplicative ergodic theory to
the setting of cocycles of possibly non-injective operators; the non-injectivity is crucial
for the study of endomorphisms 7,,. These new multiplicative ergodic theorems, and
in particular the quasi-compactness results, utilise random Lasota—Yorke inequalities in
the spirit of Buzzi [12]. For the regularity of the leading Lyapunov exponent (item 3
above) we develop ab initio a cocycle-based perturbation theory, based on techniques
of [28]. This is necessary because in the random setting objects such as eigenvalues and
eigenfunctions of individual transfer operators have no dynamical meaning and therefore
one cannot simply apply standard perturbation results such as [29], as is done in [28] and
all other spectral approaches for limit theorems. Multiplicative ergodic theorems do not
provide, in general, a spectral decomposition with eigenvalues and eigenvectors as in the
classical sense, but only a hierarchy of equivariant Oseledets spaces containing vectors
which grow at a fixed asymptotic exponential rate, determined by the corresponding
Lyapunov exponent.

Let us now summarise the main results of the present paper, obtained with our new
cocycle-based perturbation theory. These are limit theorems for random Birkhoff sums
S, g, associated to an observable g: Q2 x X — R, and defined by

n—1 n—1

Shg(w, x) = Zg(ti(w,x)) = Zg(aiw, Tag")x), (w,x) e Q2 x X, neN, (1)
i=0 i=0

where Ta(,i) =T,i-1, 00 Tsy o Tp,. The observable will be required to satisfy some

regularity properties, which are made precise in Sect. 3.1. Moreover, we will suppose
that g is fiberwise centered with respect to the invariant measure w for r. That is,

fg(w, X)due,(x) =0 forP-ae. we Q. 2)

The necessary conditions on the dynamics are summarised in an admissibility notion,
which is introduced in Definition 2.8. Our first results are quenched forms of the Large
Deviations Theorem and the Central Limit Theorem. We remark that, while our results
are all stated in terms of the fiber measures ., in our examples, the same results hold
true when 1, is replaced by Lebesgue measure m. This is a consequence of a result of
Eagleson [16] combined with the fact that, in our examples, p,, is equivalent to m.

Theorem A. (Quenched large deviations theorem). Assume the transfer operator cocy-
cle R is admissible, and the observable g satisfies conditions (2) and (24). Then, there
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exists €9 > 0 and a non-random function c: (—€g, €g) — R which is nonnegative,
continuous, strictly convex, vanishing only at 0 and such that

1
lim —loguy(Spg(w, ) > ne) = —c(e), for0 < e < eyandP-a.e. w € Q.
n—-oon

Theorem B. (Quenched central limit theorem). Assume the transfer operator cocycle R
is admissible, and the observable g satisfies conditions (2) and (24). Assume also that
the non-random variance ¥2, defined in (49) satisfies £ > 0. Then, for every bounded
and continuous function ¢: R — R and P-a.e. w € 2, we have

Tim ¢<W> djto(x) = / $ dN(0, ).

(The discussion after (49) deals with the degenerate case £ = 0).

Similar LDT and CLT results were previously obtained in different contexts, and
using other methods, by Kifer [32—-34] and Bakhtin [8,9]. In [32], Kifer shows a large
deviations result for occupational measures, relying on existence of a pressure functional
and uniqueness of equilibrium states for some dense sets of functions. For the CLT, Kifer
used martingale techniques. To control the rate of mixing, conditions such as ¢-mixing
and «-mixing are assumed in [34]. His examples include random subshifts of finite type
and random smooth expanding maps. Bakhtin obtains a central limit theorem and some
estimates on large deviations for sequences of smooth hyperbolic maps with common
expanding/contracting distributions, under a mixing assumption and a variance growth
condition on the Birkhoff sums [8,9]. Finally, we note that in our recent article [15]
we provide the first complete proof of the Almost Sure Invariance Principle for random
transformations of the type covered in this paper using martingale techniques.

In this work, we prove for the first time a Local Central Limit Theorem for random
transformations. Theorem C presents the aperiodic version: This result relies on an
assumption concerning fast decay in n of the norm of the twisted operator cocycle

||£Z)’(") B, fort € R\ {0} and P-a.e. w € Q. This hypothesis is made precise in (C5).
Such an assumption is usually stated in the deterministic case (resp. in the random
annealed situation), by asking that the twisted operator (resp. the averaged random
twisted operator) £/’ has spectral radius strictly less than one for r € R\ {0}; this is
called the aperiodicity condition.

Theorem C. (Quenched local central limit theorem). Assume the transfer operator co-
cycle R is admissible, and the observable g satisfies conditions (2) and (24). In addition,
suppose the aperiodicity condition (C5) is satisfied. Then, for P-a.e. » € Q and every
bounded interval J C R, we have

2
e mx? |J| = 0

lim sup SNy (s + Shg(w,)eJ)—

n—o00 seR T

In the autonomous case, aperiodicity is equivalent to a co-boundary condition, which
can be checked in particular examples [37]. We are also able to state an equivalence
between the decay of EZ’(") and a (random) co-boundary equation (Lemma 4.7), which
opens the possibility to verify the hypotheses of the local limit theorem in specific
examples (see Sect. 4.3.3). In addition, we establish a periodic version of the LCLT in

Theorem 4.15.
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In summary, a main contribution of the present work is the development of the
spectral method for establishing limit theorems for quenched (or w fibre-wise) random
dynamics. Our hypotheses are natural from a dynamical point of view, and we explicitly
verify them in the framework of the random Lasota—Yorke maps, and more generally
for random piecewise expanding maps in higher dimensions. The new spectral approach
for the quenched random setting we present here has been specifically designed for
generalisation and we are hopeful that this method will afford the same broad flexibility
that continue to be exploited by work in the deterministic setting. While at present we
have uniform-in-w assumptions on time-asymptotic expansion and decay properties of
the random dynamics, we hope that in the future these assumptions can be relaxed to
enable even larger classes of dynamical systems to be treated with our new spectral
technique. For example, limit theorems for dynamical systems beyond the uniformly
hyperbolic setting continues to be an active area of research, e.g. [7,13,23-25,35,42],
and another interesting set of related results on limit theorems occur in the setting of
homogenisation [22,30,31]. Our extension to the quenched random case opens up a wide
variety of potential applications and future work will explore generalisation to random
dynamical systems with even more complicated forms of behaviour.

2. Preliminaries

We begin this section by recalling several useful facts from multiplicative ergodic theory.
We then introduce assumptions on the state space X; X will be a probability space
equipped with a notion of variation for integrable functions. This abstract approach will
enable us to simultaneously treat the cases where (i) X is a unit interval (in the context of
Lasota—Yorke maps) and (ii) X is a subset of R” (in the context of piecewise expanding
maps in higher dimensions). We introduce several dynamical assumptions for the cocycle
Ly, w € Q of transfer operators under which our limit theorems apply. This section is
concluded by constructing large families of examples of both Lasota—Yorke maps and
piecewise expanding maps in R” that satisfy all of our conditions.

2.1. Multiplicative ergodic theorem. Inthis subsection we recall the recently established
versions of the multiplicative ergodic theorem which can be applied to the study of
cocycles of transfer operators and will play an important role in the present paper. We
begin by recalling some basic notions.

Atuple R = (2, F, P, 0, B, L) will be called a linear cocycle, or simply a cocycle,
if o is an invertible ergodic measure-preserving transformation on a probability space
(2, F,P), (B, ] -] is a Banach space and L: Q2 — L(3) is a family of bounded linear
operators such that log* || L(w)| € L' (P). Sometimes we will also use £ to refer to the
full cocycle R. In order to obtain sufficient measurability conditions in our setting of
interest, we assume the following:

(CO) o is a homeomorphism, 2 is a Borel subset of a separable, complete metric space
and £ is P—continuous (that is, £ is continuous on each of countably many Borel
sets whose union is £2).

Foreach w € Q2 andn > 0, let LL(f ) be the linear operator given by
L =L o 0Ly 0 L.

on=ly ©
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Condition (CO) implies that the maps w + log ||/:f;’ ) || are measurable. Thus, Kingman’s
sub-additive ergodic theorem ensures that the following limits exist and coincide for
P-ae. w € Q:

1
A(R) := lim —log L™
n—oon
1
K(R) := lim —logic(L™),
n—-oon
where

ic(A) :=inf {r > 0: A(Bp) can be covered with finitely many balls of radius r},

and Bg is the unit ball of B. The cocycle R is called quasi-compact if A(R) > k(R).
The quantity A(R) is called the top Lyapunov exponent of the cocycle and generalises
the notion of (logarithm of) spectral radius of a linear operator. Furthermore, « (R)
generalises the notion of essential spectral radius to the context of cocycles. Let (B, |- |)
be a Banach space such that B C B’ and that the inclusion (B, || - ||) < (B',|-]) is
compact. The following result, based on a theorem of Hennion [27], is useful to establish
quasi-compactness.

Lemma 2.1. ([20, Lemma C.5]) Let (2, F, P) be a probability space, o an ergodic,
invertible, P-preserving transformation on Q and R = (2, F,P, o, B, L) a cocycle.
Assume L, can be extended continuously to (B', | - |) for P-a.e. w € 2, and that there
exist measurable functions oy, By, Yo : 2 — R such that the following strong and weak
Lasota—Yorke type inequalities hold for every f € B,

Lo fIl < aull fIl + Bulf] and (3)
I£oll < Vo “4)

In addition, assume
/logaw dP(w) < A(R), and /log Vo dP(w) < 00.

Then, k(R) < f log ay, dP(w). In particular, R is quasi-compact.

Another result which will be useful in the sequel is the following comparison between
Lyapunov exponents with respect to different norms (see also [19, Theorem 3.3] for a
similar statement). In what follows, we denote by A (w, f) the Lyapunov exponent of
f with respect to the norm || - || 5. That is, A5 (@, f) = lim,—e0 > log [|I£8 £11 5, where
f € Band (B, | - ||g) is a Banach space.

Lemma 2.2. (Lyapunov exponents for different norms). Under the notation and hy-
potheses of Lemma 2.1, let r := fQ log a,, dP(w) and assume that for some f € B,
rg(w, f) > r. Then, Ag(w, ) = Ap(w, f).

Proof. The inequality Ag(w, f) > Ap(w, f) is trivial, because || - || is stronger than | - |
(i.e. because the embedding (B, || - ||) < (B, |-]) is compact). In the other direction, the
result essentially follows from Lemma C.5(2) in [20]. Indeed, this lemma establishes
that if » < 0 and Ag (w, f) < O then Ag(w, f) < 0. The choice of 0 is irrelevant,
because if the cocycle is rescaled by a constant C > 0, all Lyapunov exponents and r are
shifted by log C. Thus, we conclude that if Ag(w, f) > r then, Ag(w, f) < Ap(w, f),
as claimed. 0O
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A spectral-type decomposition for quasi-compact cocycles can be obtained via a
multiplicative ergodic theorem, as follows.

Theorem 2.3. (Multiplicative ergodic theorem, MET [18]). Let R = (2, F, P, 0, B, L)
be a quasi-compact cocycle and suppose that condition (C0) holds. Then, there exists
1 <1 < 0o and a sequence of exceptional Lyapunov exponents

AR)=A>r>...>1>k(R) (fl1 <l <o0)
or

AR)=A1 > X2 >... and lim A, =« (R) (ifl = 00);
n—oo

and for P-almost every w € 2 there exists a unique splitting (called the Oseledets
splitting) of B into closed subspaces

!
B=V oY@, (5)
j=1
depending measurably on w and such that:

(I) For each 1 < j <1, Y;(w) is finite-dimensional (m; := dimY;(w) < 00), Y; is
equivariant i.e. L,Y j(w) = Y;(ow) and for every y € Y;(w) \ {0},

1
im Wyl = -
Jim . log |£°yll = 4.

(Throughout this work, we will also refer to Y1(w) as simply Y (w) or Yy,.)
(I) V is equivariant i.e. L,V (w) € V(ow) and for every v € V (w),

1
lim —log L] < k(R).
n—oon

The adjoint cocycle associated to R is the cocycle R* := (2, F, P, oL, B*, L"),
where (£*),, := (L;-1,,)*. In a slight abuse of notation which should not cause confu-
sion, we will often write £}, instead of (L*),,, so L will denote the operator adjoint to
L1y

Remark 2.4. 1t is straightforward to check that if (CO) holds for R, it also holds for R*.
Furthermore, A(R*) = A(R) and k (R*) = «(R). The last statement follows from the
equality, up to a multiplicative factor (2), of ic(A) and ic(A*) for every A € L(B) [3,
Theorem 2.5.1].

The following result gives an answer to a natural question on whether one can relate
the Lyapunov exponents and Oseledets splitting of the adjoint cocycle R* with the
Lyapunov exponents and Oseledets decomposition of the original cocycle k.

Corollary 2.5. Under the assumptions of Theorem 2.3, the adjoint cocycle R* has a
unique, measurable, equivariant Oseledets splitting

[
B* = V¥ & P Y} (), 6)

j=1

with the same exceptional Lyapunov exponents A ; and multiplicities m j as R.
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The proof of this result involves some technical properties about volume growth in
Banach spaces, and is therefore deferred to Appendix A.

Next, we establish a relation between Oseledets splittings of R and R*, which will be
used in the sequel. Let the simplified Oseledets decomposition for the cocycle L (resp.
L*) be

B=Y(w) ® H(w) (resp. B* =Y*(w) ® H*(w)), )

where Y (w) (resp. Y *(w)) is the top Oseledets subspace for £ (resp. £L*) and H () (resp.
H*(w)) is a direct sum of all other Oseledets subspaces.

For asubspace S C B,wesetS° = {¢p € B* : ¢(f) =0 forevery f € S}and simi-
larly for a subspace S* C B* wedefine (S*)° = {f € B: ¢(f) =0 forevery ¢ € S*}.

Lemma 2.6. (Relation between Oseledets splittings of R and R*). The following rela-
tions hold for P-a.e. w € Q:

H*(w) =Y (®0)° and H(w) =Y*(w)°. (8

Proof. We first claim that

1
lim sup — 10g||£2‘;(”)|y(w)o | <Ay, forP-ae we Q. 9)
n

n—oo

Let IT,, denote the projection onto H (w) along Y (w) and take an arbitrary ¢ € Y (w)°.
We have

L5l = sup [(LEPe) (= sup |pLY, ()

Ifllz=<1 Ifllz=<1

_ (n) (n)

= sup [$LY, (Mony NI < Il - 1£2,, Moo,
Iflis=1

and thus
L5 Dy el < 128, Tg-nell.

o "w

Hence, in order to prove (9) it is sufficient to show that

1
lim sup — log|| £, T -n, |l < A1, for P-ae. » € Q. (10)

—n
n—oo N o

However, it follows from results in [14] and [17, Lemma 8.2] that
1
: (n) _
nli)ngozloguﬁgfnle(U_”w)” =2
and
. 1
lim —log||T1,-n,| =0,
n—-oon

which readily imply (10). We now claim that
B*=Y(w)* ®Y(w)°, forP-ae wecQ. (11)

We first note that the sum on the right hand side of (11) is direct. Indeed, each nonzero
vector in Y (w)™ grows at the rate A, while by (9) all nonzero vectors in Y (w)° grow at
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the rate < A;. Furthermore, since the codimension of Y (w)° is the same as dimension
of Y (w)*, we have that (11) holds.

Finally, by comparing decompositions (7) and (11), we conclude that the first equality
in (8) holds. Indeed, each ¢ € H*(w) can be written as ¢ = ¢ + ¢, where ¢ € Y (w)*
and ¢ € Y (w)°. Since ¢ and ¢, grow at the rate < A1 and ¢ grows at the rate A1, we
obtain that ¢1 = 0 and thus ¢ = ¢, € Y (w)°. Hence, H*(w) C Y(w)° and similarly
Y(w)° € H*(w). The second assertion of the lemma can be obtained similarly. O

2.2. Notions of variation. Let (X, G) be a measurable space endowed with a probability

measure m and a notion of a variation var: LI(X ,m) — [0, co] which satisfies the

following conditions:

(V1) var(th) = |t| var(h);

(V2) var(g +h) < var(g) + var(h);

(V3) ||h]lLee < Cyar(J|k]l1 + var(h)) for some constant 1 < Cyyr < 00;

(V4) forany C > 0, theset {h: X — R : ||h||; + var(h) < C}is L‘(m)—compact;

(V5) var(ly) < oo, where 1x denotes the function equal to 1 on X;

(V6) {h: X — Ry : |||l = 1 and var(h) < oo} is L'(m)-dense in {h: X — R, :
Al = 1}.

(V7) forany f € L'(X, m) such that ess inf f > 0, we have var(1/f) < %

(V8) var(fg) =< |l fllLe - var(g) +[IgllL> - var(f).

(V9) forM > 0, f: X — [—M, M]measurable and every C!functionh: [-M, M] —
C, we have var(h o f) < ||| - var(f).

We define
B: =BV =BV(X,m)={g e LY (X, m) : var(g) < oo}.
Then, B is a Banach space with respect to the norm

gl = llgllh + var(g).

From now on, we will use B to denote a Banach space of this type, and || g|| 5, or simply
llg|l will denote the corresponding norm.

Well-known examples of this notion correspond to the case where X is a subset of
R”. In the one-dimensional case we use the classical notion of variation given by

var(g) = inf sup Y [h(sk) = h(si-1)] (12)

h=g(mod m) O=sp<s1<...<8,=1 k=1

for which it is well known that properties (V1)—(V9) hold. On the other hand, in the
multidimensional case, we let m = Leb and define

var(f) = sup ia/ osc(f, Be(x))) dx, (13)
O<e<ep € JRY

where

OSC(f, BE(-x)) = ess Supxl,xzeBe(x)|f(xl) - f(x2)|

and where ess sup is taken with respect to product measure m x m. For this notion
properties (V1)—(V9) have been verified by Saussol [46] except for (V7) which is proved
in [15] and (V9) which we prove now.
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Lemma 2.7. The notion of var defined by (13) satisfies (V9).

Proof. Take M > 0, f and & as in the statement of (V9). For arbitrary x € X, € > 0
and x1, xo € Bc(x), it follows from the mean value theorem that

(o Y(x1) — (ho x| < 1B ||z - [ f(x1) — f(x2)],
which immediately implies that
osc(ho f, Be(x)) < |1l - 0sc(f, Be(x)),

and we obtain the conclusion of the lemma. 0O

2.3. Admissible cocycles of transfer operators. Let (2, F,P, o) be as Sect. 2.1, and
X and B as in Sect. 2.2. Let 7T,,: X — X, v € Q be a collection of non-singular
transformations (i.e. m o T, I« m for each w) acting on X. The associated skew
product transformation 7: 2 x X — Q x X is defined by

T(w,x) = (c(w), Ty,(x)), we, xelX. (14)

Each transformation 7}, induces the corresponding transfer operator £, acting on L'
(X, m) and defined by the following duality relation

/(£w¢)wdm =/ d(YoT,)dm, ¢ e L' (X,m), ¥ € L®(X,m).
X X

Foreachn € Nand w € €, set
Ta()”) =Tsn-1,0---0T, and ng = Lon-1,0+0Ly.

Definition 2.8. (Admissible cocycle). We call the transfer operator cocycle R = (€2, F,
P, o, B, £) admissible if, in addition to (CO0), the following conditions hold.

(C1) there exists K > 0 such that
ILofllIB < K| fllg, forevery f € BandP-ae. w € Q.

(C2) there exists N € N and measurable o, BV : @ — (0, 00), with [, loga" (w)
dP(w) < 0, such that for every f € 5 and P-a.e. w € €,

LM £l < e @)l flig +BY @) 1

(C3) there exist K’, A > 0 such that for every n > 0, f € B such that f fdm =0and
P-ae. w € Q.

1L (OB < K'e™ | fl5.
(C4) there exist N € N, ¢ > 0 such that for each a > 0 and any sufficiently large n € N,
ess inf [,EDN")f >c| fll1, forevery f € C, and P-ae. w € Q,
where C, :={f € B: f > 0and var(f) <a [ fdm}.

Admissible cocycles of transfer operators can be investigated via Theorem 2.3. In-
deed, the following holds.
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Lemma 2.9. An admissible cocycle of transfer operators R = (R, F,P,0,B, L) is
quasi-compact. Furthermore, the top Oseledets space is one-dimensional. That is,
dim Y (w) = 1 for P-a.e. w € Q.

Proof. The first statement follows readily from Lemma 2.1, (C2) and a simple obser-
vation that for a cocycle R of transfer operators we have that A(R) = 0. The fact that
dim Y (w) = 1 follows from (C3). O

The following result shows that, in this context, the top Oseledets space is indeed the
unique random acim. That is, there exists a unique measurable function v” : @x X — R*
such that for P-a.e. w € €2, U(E)) =1w, ) eB, f vg(x)dm = 1land

L2 =12, forP-ae weQ. (15)
Lemma 2.10. (Existence and uniqueness of arandomacim). Let R = (2, F, P, 0, B, L)
be an admissible cocycle of transfer operators, satisfying the assumptions of Theo-
rem 2.3. Then, there exists a unique random absolutely continuous invariant measure
for R.

Proof. Theorem 2.3 shows that the map w +— Y,, is measurable, where Y, is regarded
as an element of the Grassmannian of 5. Furthermore, [18, Lemma 10] and an argument
analogous to [20, Lemma 10] yields existence of a measurable selection of bases for Y.
Lemma 2.9 ensures that dim Y (w) = 1. Hence, there exists a measurable map w — h,,
with i, € B such that h,, spans Y,, for P-a.e. v € Q.

Notice that Lebesgue measure m, when regarded as an element of 3*, is a conformal
measure for R. That is, m spans Y} for P-a.e. ® € Q. In fact, it is straightforward to
verify L} m = m, because the L, preserve integrals.

Thus, the simplified Oseledets decomposition (7) in combination with the duality
relations of Lemma 2.6 imply that m(h,) # 0 for P-a.e. v € Q. In particular we can

consider the (still measurable) function w +— vg = T hh‘”dm.

The equivariance property of Theorem 2.3 ensures that £, vg € Y, and the fact that
L., preserves integrals, combined with the normalized choice of vg and the assumption
that dim Y,,, = 1, implies that £,v0 = v¥ .

The fact that vg > 0 for P-a.e. v € Q follows from the positivity and linearity
properties of L, which ensure that the positive and negative parts, v} and v, are
equivariant. Recall that v}, v, , have non-overlapping supports. Thus, if v} # 0 #*
v, for a set of positive measure of w € €, the spaces Y, Y~ spanned by v}, v,
respectively, are subsets of ¥ (w), contradicting the fact that dim Y (w) = 1. Then, since
the normalization condition implies v}, # 0, we have v, = 0 for P-a.e. w € €. The fact
that the random acim is unique is also a direct consequence of the fact that dim Y (w) = 1.

]

For an admissible transfer operator cocycle R, we let u be the invariant probability
measure given by

w(A x B) = / vo(w, x)d(P x m)(w,x), forAe FandB €g, (16)
AxB

where v° is the unique random acim for R and G is the Borel o-algebra of X. We note
that u is T-invariant, because of (15). Furthermore, for each G € L'(€2 x X, i) we have
that
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/ Gd,u:/ / G(w, x)duy(x)dP(w),
Qx X QJX

where [, is a measure on X given by du, = v(w, -)dm. We now list several important
consequences of conditions (C2), (C3) and (C4) established in [15, §2].

Lemma 2.11. The unique random acim v° of an admissible cocycle of transfer operators
satisfies the following:

1.

€ss Sup,cqallvd g < 00; (17)

ess inf vg(-) >c¢>0, forP-ae we; (18)

3. there exists K > 0 and p € (0, 1) such that

f LY (foo)hdm — f fdpe - f hdjign,
X X X
forn >0,h € L®(X,m), f € BandP-a.e. w € Q.

< Kp"lhllze -1 fllB, (19

We emphasize that (19) is a special case of a more general decay of correlations result
proved by Buzzi [12], but in the former case with the stronger conclusion that the decay
rates and coefficients K are uniform over w € Q.

2.3.1. Examples To be in the setting of admissible transfer operators cocycles, we need
to ensure that (CO) holds. To fulfill this requirement (see [18, Sect. 4.1] for a detailed
discussion) in the rest of the paper we will assume

(C0’) o is ahomeomorphism, 2 is a Borel subset of a separable, complete metric space,
the map w — T, has a countable range 71, 7>, ... and foreach j,{w € Q2 : T, =
T;} is measurable.

Although this condition is somewhat restrictive, we emphasize that the assumptions on
the structure of 2 are very mild and that the only requirements for ¢ are that it has to
be an ergodic, measure-preserving homeomorphism. In particular, no mixing conditions
are required. Furthermore, the T;, need only be chosen from a countable family.
Following [15, §2], we present two classes of examples, one- and higher-dimensional
piecewise smooth expanding maps, which yield admissible transfer operator cocycles.

Random Lasota—Yorke maps. Let X = [0, 1], a Borel o-algebra G on [0, 1] and the
Lebesgue measure m on [0, 1]. Consider the notion of variation defined in (12). For a
piecewise C? map T : [0, 1] — [0, 1], set 8(T) = ess inf¢[o,1;|T’| and let b(T') denote
the number of intervals of monoticity (branches) of 7. Consider now a measurable map
o+ T,, w € Q of piecewise C? maps on [0, 1] such that

b :=esssup,.q b(T,) < oo, § :=essinfyeqd(T,) > 1, and
D :=ess sup,cqll T | Lo < 0o. (20)

For each w € Q, let b, = b(T,), so that there are essentially disjoint sub-intervals
Jo1s s Jop, C I, with UZilfw,k = I,sothat T,|,, , is C%foreach 1 < k < b,,.
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The minimal such partition Py, := {Jy.1, ..., Jup,} is called the regularity partition
for Ty,. It is well known that whenever § > 2, and ess inf,eq mini<g<p, m(Jy k) > 0,
there exist « € (0, 1) and K > 0 such that

var(L, f) <avar(f)+ K| f|l1, for f € BV and P-ae. w € Q2.

More generally, when § < 2, one can take an iterate N € N so that SN = 2. 1If the

regularity partitions Pg = {Jle, Lo JN b(N>} corresponding to the maps Ta()N) also
’ @®,Dg)
satisfy ess inf,,cq min ) m(]al)vk) > 0, then there exist @™ € (0, 1) and KV > 0

such that

1<k<b

var(LY f) < oV var(f) + KN | fll1. for f € BV andP-ae.w € Q. (21)

We assume that (21) holds for some N € N.
Finally, we suppose the following uniform covering condition holds:

For every subinterval J C I, 3k = k(J) s.t. fora.e. w € 2, Ta()k)(J) =1I1. (22

The results of [15, §2] ensure that random Lasota—Yorke maps which satisfy the
conditions of this section plus (CO’) are admissible. (While (C2) is not explicitly required
by [15], it is established in the process of showing the remaining conditions.)

Random piecewise expanding maps in higher dimensions. We now discuss the case of
piecewise expanding maps in higher dimensions. Let X be a compact subset of RY
which is the closure of its non-empty interior. Let X be equipped with a Borel o -algebra
G and Lebesgue measure m. We consider the notion of variation defined in (13) for
suitable o and €. We say thatthe map 7 : X — X is piecewise expanding if there exist
finite families A = {A;}7" | and A = {4 }72, of open sets in RY, a family of maps

T; :A~,- — RN =1,...,mand ¢ (T) > 0 such that:

1. Ais adisjoint family of sets, m(X \ |J; A;) = 0 and A; D A, foreachi = 1,...,m;

2. there exists 0 < y(7;) < 1 such that each T; is of class clrr,

3. Forevery 1 <i <m, T|a, = T;|a, and T,-(/i,-) D Be(1)(T(A;)), where B.(V)
denotes a neighborhood of size € of the set V. We say that 7; is the local extension
of T to the Ai;

4. there exists a constant C1(7) > 0 so that for each i and x,y € T(A;) with
dist(x, y) < €1(T),

|det DT, (x) — det DT, (y)| < C1(T)|det DT; " (x)|dist(x, y)” T;

5. there exists s(7) < 1 such that for every x, y € T(Ai) with dist(x, y) < €1(T), we
have

dist(7;"'x, T, 'y) < s(T) dist(x, y);

1
6. each dA; is a codimension-one embedded compact piecewise C' submanifold and

s(ry @ ¢ Do vt
1 —s(T) Tx

where Z(T) = sup, Y _; #{smooth pieces intersecting d A; containing x} and I'y is
the volume of the unit ball in RV,
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Consider now a measurable map o — Ty, w € 2 of piecewise expanding maps on X
such that

€1 = inf €1(Ty) > 0, y := inf y(T,) > 0, Cy := sup C((T,) < o0,
weR weR weQ
s:=sups(Ty) <1
weN
and
45 (T, I'y_
sup (s(Tw)V(TW) + MZ(TQ)) N 1) < 1.
weR 1 —s(T,) Iy

Then, [46, Lemma 4.1] implies that there exist v € (0, 1) and K > 0 independent on
such that

var(L, f) <vvar(f)+ K| f|l1 foreach f € Band w € €, 23)

where var is given by (13) with « = y and some €y > 0 sufficiently small (which is
again independent on w). We note that (23) readily implies that conditions (C1) and (C2)
hold. Finally, we note that under additional assumption that

for any open set J C X, there exists k = k(J) such that for a.e. w € €, Ta]f(J) =X,

the results in [15, §2] show that (C3) and (C4) also hold.

Remark. We point out that while conditions (C1), (C3) and (C4) are stated in a uniform
way, sometimes it is possible to recover them from non-uniform assumptions. For exam-
ple, assuming that {7;,},cq takes only finitely many values, one can recover a uniform
version of (C3) from a non-uniform one, for example by compactness arguments (see
the proof of Lemma 4.7 for a similar argument). Also, our results apply to cases where
conditions (C1)—(C4), or the hypotheses which imply them (e.g. (20)), are only satisfied

eventually; that is, for some iterate Ta(,N), where N is independent of w € .

3. Twisted Transfer Operator Cocycles

We begin by introducing the class of observables to which our limit theorems apply.
For a fixed observable and each parameter & € C, we introduce the twisted cocycle
Ll = {Ei}weg. We show that the cocycle £? is quasicompact for 6 close to 0. Most
of this section is devoted to the study of regularity properties of the map 6 — A(0)
on a neighborhood of 0 € C, where A(#) denotes the top Lyapunov exponent of the
cocycle £7. In particular, we show that this map is of class C? and that its restriction to a
neighborhood of 0 € R is strictly convex. This is achieved by combining ideas from the
perturbation theory of linear operators with our multiplicative ergodic theory machinery.
As a byproduct of our approach, we explicitly construct the top Oseledets subspace of
cocycle £7 for 6 close to 0.
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3.1. The observable.

Definition 3.1. (Observable). Let an observable be a measurable map g: @ x X — R
satisfying the following properties:

e Regularity:
lg(w, x)|lLo@xx) =: M < oo and esssup,.q var(g,) < oo, 24)

where g, = g(w, ), w € Q.
e Fiberwise centering:

/g(w, X)dpe(x) = /g(a), x)vg(x) dm(x) =0 forP-ae we Q, 25)

where v° is the density of the unique random acim, satisfying (15).

The main results of this paper will deal with establishing limit theorems for Birkhoff
sums associated to g, S, g, defined in (1).

3.2. Basic properties of twisted transfer operator cocycles. Throughout this section,
R = (R, F,P, o0, B, £) will denote an admissible transfer operator cocycle. For 6 €
C, the twisted transfer operator cocycle, or twisted cocycle, R? is defined as RY =
(Q, F,P, 0, B, £7), where for each w € Q, we define

LO(f) = L@@ ), feB. (26)

For convenience of notation, we will also use £? to denote the cocycle RY. For each
0 € C,set A(B) := A(R?), k(0) := k(R?) and

EZ;(")zﬁe,,,l o---oﬁfo, forw e Qandn € N,
(e w
The next lemma provides basic information about the dependence of £% on 6.

Lemma 3.2. (Basic regularity of 6 +— EQ)).

1. Assume (C1) holds. Then, there exists a continuous function K : C — (0, 00) such
that

L2 hl5 < K©O)|hlg. forhe B, 6 eCandP-ae o e . Q27)

2. For w € Q,0 € C, let Mg be the linear operator on B given by Mf)(h(-)) =
e’8@ I (). Then, 6 — Mf) is continuous in the norm topology of B. Consequently,
0+ LZ) is also continuous in the norm topology of B.

Proof. Note that it follows from (24) that |?4@-) k|| < el®!™ ||, . Furthermore, by (V8)
we have

var(e”8 @) < [ || - var(h) + var (")) - || .
On the other hand, it follows from Lemma B.1 and (V9) that

[€78@ |0 < €™ and  var(e?$@)) < |01e1M var(g(w, -))
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and thus using (V3),
€8 hll g = var (e + e ]y
<™ n)ig +101e”™ var(g(w, ) |12l L (28)
< (/™ 4 Cyar|01€™ ess sup,,cq var(g(w, )))IIA| 3.

We now establish part 1 of the Lemma. It follows from (C1) that
1L, (Mls = 1£0" b5 < K" hl|s.
Hence, (28) implies that (27) holds with
K(0) = K™ 4+ Cyy|0]e!”™ ess sup,.q var(g(w, -))). (29)
For part 2 of the Lemma, we observe that
(M — M)kl < 1M 1511 — M=) 5]hll.

By (24) and the mean value theorem for the map z — ¢ ~%)% we have that for each
x € X,

|e(91—92)g(w,X) —1 < Me\91—92|M|91 — 6.

Thus,

11— @@ 0 < M2 ) — 6y (30)
and

(1 = M2 ™)h) < M =%Mig, —0,] - |n]y. (€2))

Assume that |#p — 01| < 1. We note that conditions (V3) and (V8) together with (30)
and Lemma B.2 imply

var((I — M2~k < (|1 — e®78@) | o 4 Cpp var(l — e<92—9‘>g‘“’")>)||h|ll§,
< C'l6, — 01|15,

for some C’ > 0. Hence, it follows from (31) and (32) that 6 Mf) is continuous in the
norm topology of 3. Continuity of @ > £ then follows immediately from continuity
of L, and the definition of Liz), in(26). 0O

The following lemma shows that the twisted cocycle naturally appears in the study
of Birkhoff sums (1).

Lemma 3.3. The following statements hold:

1. forevery ¢ € B*, f € B, w € @, 0 € C and n € N we have that
['z)’(”)(f) — ﬁgl) (eOSng(w,-)f)’ and ﬁfo*,(n) (@) = eGSng(ww)ﬁZ)(") @), (33)

where (€75:8@) ) (f) := ¢ (! 8@ f).
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2. forevery f € B, w € Q and n € N we have that

/EC@U, (n)(f) dm = /eGSng(w,-)f dm. (34)

Proof. We establish the first identity in (33) by induction on n. The case n = 1 follows
from the definition of Efu. We recall that for every f, f € B,

LO(foTM) - fy=F-LDf). (35)

Assuming the claim holds for some n > 1, we get

. n4 YoT M .
£g+1)(895n+1g(w, )f) — ﬁdnw(ﬁg)(eeg(d .07y 058w, )f))
= ﬁanw(698(0"60,-)[,((;1)(easrzg(w,-)f)) — ﬁgnwﬂz;(n)(f)
6,(n+1
— [:w(n+ )(f)

The second identity in (33) follows directly from duality. Finally, we note that the second
assertion of the lemma follows by integrating the first equality in (33) with respect to m
and using the fact that £ preserves integrals with respecttom. 0O

3.3. An auxiliary existence and regularity result. In this section we establish a regularity
result, Lemma 3.5, which generalises a theorem of Hennion and Hervé [28] to the
random setting. This result will be used later to show regularity of the top Oseledets
space Yg = Y19 (w) of the twisted cocycle, for 0 near 0.

Let

S = [V : Q2 x X — C|Vis measurable, V(w, -) € B,

(36)
ess sup,cq 1V(w, )llg < 0o, / V(w, x)dm = 0 for P-a.e. w € Q},
endowed with the Banach space structure defined by the norm
Voo := ess sup,eq [V (@, )l (37

For0 €e Cand W € S, set

L0, W o, )+00, ()

F 9’ , ) =
@, W) (w, ) fﬁiilw(W(o_lw,‘)+v2,1w('))dm

— W, —v2(). (38)

Lemma 3.4. There exist €, R > 0 such that F: D — S is a well-defined map on
D:=1{0 € C:|0| <¢€} x Bs(0, R), where Bs(0, R) denotes the ball of radius R in S
centered at (.

Proof. We define a map H by
H(©O, W) () = / L0, W, )+, () dm

— /eeg@’"wv)(W(a*‘w, Y+, () dm.



A Spectral Approach for Quenched Limit Theorems

It is proved in Lemmas B.4 and B.5 of Appendix B.1 that H is a well-defined and
differentiable function on a neighborhood of (0, 0) (and thus in particular continuous)
with values in L*° (2, P). Moreover, we observe that H (0, 0)(w) = 1 foreach w € Q
and therefore

|[HO, W)(@)| = 1—1H(0,0)(w) — HO, W)(@)| = 1 —[H(0,0) — HO, W)=,

for P-a.e. w € Q. Continuity of H implies that || H(0,0) — H(@, W)| L~ < 1/2 for all
(6, W) in a neighborhood of (0, 0) and hence, in such a neighborhood,

ess inf,|H (@, W)(w)| > 1/2.
The above inequality together with (17) and (27) yields the desired conclusion. O

Lemma 3.5. Let D = {0 € C : |0] < €} x Bs(0, R) be as in Lemma 3.4. Then, by
shrinking € > 0 if necessary, we have that F : D — S is C' and the equation

FO,W)=0 (39)

has a unique solution O(0) € S, for every 6 in a neighborhood of 0. Furthermore, O (0)
is a C? function of 6.

Proof. We notice that F(0,0) = 0. Furthermore, Proposition B.12 of Appendix B
ensures that F is C2 on a neighborhood (0, 0) € C x S, and

(D2F(0,0)X)(w, -) = Eg_lw()c'(o_lw, ) —X(w,), forweQand X € S.

We now prove that D, F (0, 0) is bijective operator.

For injectivity, we have that if D, F(0,0)X = 0 for some nonzero X € S, then
LoX, = Xy for P-ae. o € Q. Notice that X, ¢ (vg) because f X,()dm = 0
and X, # 0. Hence, this yields a contradiction with the one-dimensionality of the top
Oseledets space of the cocycle £, given by Lemma 2.9. Therefore, D, F' (0, 0) is injective.
To prove surjectivity, take X € S and let

e¢]

X, ) = —Zz(”. X w, ). (40)

o lw
j=0

It follows from (C3) that X e Sanditis easy to verify that D, F (0, 0)/'\? = X. Thus,
D, F (0, 0) is surjective.
Combining the previous arguments, we conclude that D, F(0, 0) is bijective. The

conclusion of the lemma now follows directly from the implicit function theorem for
Banach spaces (see, e.g. Theorem 3.2 [5]). O

We end this section with a specialisation of the previous results to real-valued 6.

Proposition 3.6. There exists § > 0 such that for each 6 € (=4, 6), O0)(w, ) + vg is
a density for P-a.e. w € Q.

We first show the following auxiliary result.

Lemma 3.7. For 6 € R sufficiently close to 0, O(6) is real-valued.
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Proof. We consider the space
S:= {V : Q2 x X — R | Vis measurable, V(w, -) € B,

ess sup,cq 1V (w, )|p < oo, / V(w, x)dm = 0 for P-ae. w € Q}

Hence, S consists of real-valued functions V € S. We note that S is a Banach space with
the norm |- ||OO defined by (37) Moreover, we can define a map Fona neighborhood of
(0,0) in R x S with values in S by the RHS of (38). Proceeding as in Appendix B.1, one

can show that F is a differentiable map on a neighborhood of (0, 0). Moreover, arguing
as in the proof of Lemma 3.5 one can conclude that for 6 sufficiently close to 0, there

exists a unique 00) € S such that F 6, O()) = 0 and that O (0) is differentiable with
respect to 6. Since S c S and from the uniqueness property in the implicit function
theorem, we conclude that O (8) = O () for 6 sufficiently close to 0 which immediately
implies the conclusion of the lemma. O

Proof of Proposition 3.6. By Lemma 3.7, for 6 sufficiently close to 0, O (0)(w, -) +v2)(-)
is real-valued. Moreover, f(O(@)(a), D+ vg(~)) dm = 1 for a.e. w € Q. It remains to
show that O(0)(w, -) + vg(~) > 0 for P-a.e. w € Q. Since the map 6 — O(6) is
continuous, there exists 6 > 0 such that for all 6 € (-4, §), O(6) belongs to a ball of
radius ¢/(2Cyy;) centered at 0 in S. In particular,

ess sup,eqll00)(w, ) B < ¢/(2Cvar)
and therefore,
ess SUp,cq | 0(O)(@. )lLx < ¢/2.
By (18),
ess inf(O(0)(w, -) +12() = ¢/2, forae. we Q,

which completes the proof of the proposition. O

3.4. A lower bound on A(9). The goal of this section is to establish a differentiable
lower bound A(6) on A(6), the top Lyapunov exponent of the twisted cocycle, for
0 € C in a neighborhood of 0. In Sect. 3.5, we will show that this lower bound in fact
coincides with A (), and hence all the results of this section will immediately translate
into properties of A.

LetO0 <€ < 1and O(0) be as in Lemma 3.5. Let

VW) =000+ 0O) (@, ). (41)

‘We notice that f vg (-)dm = landby Lemma3.5,0 +— v?is continuously differentiable.
Let us define

AO) = / 1og) / 8@ 0y dm(x)| dP(w), (42)
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and
2= / 8@ 8 (x) dm(x) = / L000 (x) dm(x), (43)

where the last identity follows from (34). Notice also that o — )qu is an integrable
function.

Lemma 3.8. For every 6 € Bc(0,€) :={0 € C: |0] < €}, [\(9) < A(O).

Proof. Recall that O(0) satisfies the equation F (0, O()) = 0,for 6 € {# € C :
|6| < €}. Hence, for P-a.e. w € €2, vf)(~) satisfies the equivariance equation £9 ve( D)=

2208 (). Thus, using Birkhoff’s ergodic theorem to go from the first to the second line

below, we get

n—1

1 1
A@®) = lim -~ log 1£5 My 15 > Jim ~log £l > lim —ZlogM

01w|

:/10g|)\fu|d]P’(w) :/log‘/ 08(@.x) 9()dm(x)‘dIP’(a)) A®).
O

The rest of the section deals with differentiability properties of A(6). From now on
we shall also use the notation O(6),, for O (0)(w, -).

Lemma 3.9. We have that A is differentiable on a neighborhood of 0, and

R Na D)e?8@.)0 () 4 pfe(@,) .
A,(Q):E,(/Aw(fg(w, )e vw&;;e 0'(0)o(-) dm) dp(w))

where N (z) denotes the real part of z and 7 the complex conjugate of z.

Proof. Write

A@®) = /Z(@,a)) dP(w),
where
26, w) = log ]3| = log ‘ / 2@ (v dm ().

Note that Z(0, w) = log|H (@, O))(cw)|, where H is as in Lemma 3.4. Since
H(0,0) = 1 and both H and O are continuous (by Lemma 3.5), there is a neigh-
borhood U of 0 in C on which |H (0, O©)) — H(0,0)||p~ < 1/2. In particular, Z is
well defined and Z (0, w) € [log % log %] forevery® € U N Bc(0, €) and P-a.e. w € Q.
Thus, the map w — Z (0, w) is P-integrable for every 6 € U N B¢ (0, €).

It follows from Lemma 3.10 below that for P-a.e. w € €2, the map 6 — Z,(0) :=
Z(0, w) 1is differentiable in a neighborhood of 0, and

/ S‘t(@( [ g(@, )8 @ 00 () + 5@ 0/ (9),(-) dm))
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where %1 (z) denotes the real part of z and 7 the complex conjugate of z. In particular,

| [(g(@, x)e8 @Dl () + "0 0'(6),,(x)) dm (x))|

|1Z,0)] < |f€0g(w,x)v2)(x) dm(x)|

We claim that there exists an integrable function C: € — R such that
|Z;) (0)] < C(w), for all f in a neighborhood of 0 and P-a.e. w € Q. 44)

Once this is established, the conclusion of the lemma follows from Leibniz rule for
exchanging the order of differentiation and integration.
To complete the proof, let us show (44). For 6 € U we have

‘/ 03(@.%) g(x)dm(x)) %

Also, recall that € < 1, so that for & € Bc(0, €) one has

‘ f g(w, )8 @8 (x)ydm(x)| <

f |g(@, )0 (x)| dm(x)

< MM 0@B), + 021 < MeM(1+1100)0B)
< MeM1+]00)]o0).

Finally,

‘ f 8@ 0'(0),(x) dm(x)| < eM|0' @)1 < eMI0'O)ulip < eM[0"(0)llso,

for P-a.e. w € Q. Since O and O’ are continuous by Lemma 3.5, the terms on the RHS
of the above inequalities are uniformly bounded for 6 in a (closed) neighborhood of 0.
Hence, (44) holds for a constant function C. 0O

Lemma 3.10. For P-a.e. w € 2, and 6 in a neighborhood of 0, the map 6 — Z,(0) :=
Z(0, w) is differentiable. Moreover,

K[ 8@, 9@ () + @ 0'(0)y () dm) )
26,12 ’

2 o= ‘n(

where N(z) denotes the real part of z and 7 the complex conjugate of z.

Proof. Firstobserve thatif6 > f(#) € C,has polar decomposition f(0) = r(8)e?®,
then, whenever | f](0) # 0, dl{{lg(é)) = M/ (rQ()ej)N((Q))’ where f’ denotes differentiation

with respect to 6. Thus, by the chain rule, it is sufficient to prove that the map Af) is
differentiable with respect to 6 and that

Dyl = f (g(a), x)e?8 @0 () 4 e9g<w’x>0’(9)w(x)) dm(x). (45)

Using the same notation as in Lemma 3.4, we can write

A = H@®, 00))(0cw) = PO)ow).



A Spectral Approach for Quenched Limit Theorems

We note that P is a differentiable map with values in L°°(2). Indeed, this follows
directly from the regularity properties of H established in Lemmas B.4 and B.5 and the
differentiability of O (see Lemma 3.5) together with the chain rule. Since

A" — kg, — P(O)(0w)| _IP@+1) = PO) = PO~
Il B It]

’

for P-a.e. w € Q and ¢, 0 close to 0 € C, we conclude that Afo is differentiable with
respect to 0 in a neighborhood of 0 € C. O

Lemma 3.11. We have that A’ (0) = 0.

Proof. Let F be as in Lemma 3.5. By identifying D F (0, 0) with its value at 1, it follows
from the implicit function theorem that

0'(0) = —DyF(0,0)" (D1 F(0,0)).

Itis shownin Lemma3.5 that D, F (0, 0): S — Sisbijective. Thus, D, F (0, (1) IR
S and therefore O'(0) € S which implies that

/ 0'(0), dm(x) = 0 for P-a.e. w € Q. (46)

The conclusion of the lemma follows directly from Lemma 3.9 and the centering con-
dition (25). O

3.5. Quasicompactness of twisted cocycles and differentiability of A(6). In this sec-
tion we establish quasicompactness of the twisted transfer operator cocycle, as well as
differentiability of the top Lyapunov exponent with respect to 6, for 6 € C near 0.

Theorem 3.12. (Quasi-compactness of twisted cocycles, 8 near 0). Assume that the
cocycle R = (R, F,P, 0, B, L) is admissible. For 6 € C sufficiently close to 0, we have
that the twisted cocycle L? is quasi-compact. Furthermore, for such 0, the top Oseledets
space ofﬁg is one-dimensional. That is, dim Y? (w) = 1 for P-a.e. w € L.

The following Lasota—Yorke type estimate will be useful in the proof.

Lemma 3.13. Assume conditions (C1) and (C2) hold. Then, we have

1£5M £l < @ N @) flig+BY @) £,

where

N-1
&N (@) = (@) +Clol™ Y KNI K (0),
j=0

for some constant C > O where K (0) is given by Lemma 3.2 and K is given by (CI1).
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Proof. Tt follows from (C2) that
1LEM Flig < 1L flig + 1LY —£Ms - 1 flis
<a¥)lflig+BY @I fI+ 15N — LM -1 £li5-
On the other hand, we have that

L0 _ ) _ Zﬁ“” iy = Lo )LD,

ol Ja) UN_I_-/w

It follows from (C1) and (27) that

11— 1 6,(j .
LN =D)g < KN and L0 i < K(0).

N-=jw

Furthermore, using (V3) and (V8), we have that for any & € B,

L5, = Lo) I = L0 h — )5
< K|’ = Dhlg
= K var((e”@) — 1)h) + K || (P4 — Dh||;
< K||e"@) — 1|1 - var(h) + K var(e”$?) — 1) - ||h|| 1
+ K[| — 1 Lo ]
< K|’ — 1| L[|l + K Cyar var(e™ ) — 1) - ||| 5.
By applying the mean-value theorem for the map z > ¢ and using (24), we obtain that
le?8@) — 1|10 < |0]e!?'M M. Furthermore, it follows from (V9) (applied to h(z) =

e’*—1land f = g(w, -)) together with (24) that var(¢?¢(@>) —1) < |0]el/M var(g(w, -)).
Therefore,

N—1
15N = 50115 < Clole”™ 3 K@)y KN,
J=0

where
C = KM + K Cyy €58 sup,cq(var g(w, -))
and the conclusion of the lemma follows by combining the above estimates. O
Theorem 3.12 may now be established as follows.

Proof of Theorem 3.12. Tt follows from Lemma 3.13 and the dominated convergence
theorem that

/ loga? N (w) dP(w) — / loga™ (w) dP(w) <0 when 6 — 0.
Q
Thus, there exists § > 0 such that

1
f log@®N (w) dP(w) < 3 / log o™ (w) dP(w), for6 € Bc(0, 8).
Q Q
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Lemma 3.8 implies that A is bounded below by a continuous function Aina neighbor-

hood of 0, and A(0) = [\(0) = 0. Hence, by decreasing § if necessary, we can assume
that

1
NA®) > 5/ log ™ (w) dP(w) for 6 € Be(0, ).
Q
Therefore,

NA®) > f log @®N (w) dP(w) for 6 € Bc(0, §). 47)

Let RW) denote the cocycle over o with generator w > L?,)’(N). We claim that
ARIMy = NA®) and «(R'NM) = Nk(R?). (48)

Indeed, we have that
1
A(RQ(N)) = lim — logllﬁa’(fﬁl)w - Lie (N) Lie (N)||
n—oon o w
1 6
_ ; ,(nN) | —
= N”hm N logl|lL,; | = NA@©),

which proves the first equality in (48). Similarly, one can establish the second identity
in (48). We now note that Lemmas 2.1 and 3.13 together with (47) and the first identity
in (48) imply that the cocycle R?™) is quasicompact, i.e. A(R'™)) > x(R?™)). Hence,
(48) implies that A(R?) > k(R?) and we conclude that R is a quasicompact cocycle.
Now we show dim Y? := dimY]G = 1. Let )fl) = ;L’? > /,Lg > e > MQLH >
k(@) be the exceptional Lyapunov exponents of twisted cocycle [,fu, enumerated with
multiplicity. Thatis, m9 = dim Y; % (w) denotes the multiplicity of the Lyapunov exponent
)Le As in Theorem 2. 3 let M9 = m‘? +- +m . Therefore, A(0) = A = u, for every
1 < i < Me and)f) = foreveryMg 1+1 < i< M‘g and for every finite 1 < j < [y.
By Lemma 3.2(2) the map 6 + L7 is continuous in the norm topology of B for every

w €  and also that the functions @ +— log* ||£2)|| are dominated by an integrable
function whenever 6 is restricted to a compact set. Thus, Lemma A.3 of Appendix A
shows that 6 +— “61) + /Lg is upper-semicontinuous. Hence,

0> u?+ud > limsup(uf + ),
6—0

where the first inequality follows from the one-dimensionality of the top Oseledets sub-
space of the cocycle L. We note that Lemmas 3.8 and 3.9, ensure that lim sup,_, ,u(l’ >

A(0) = 0. Therefore lim SuUpy_,q ,ug < 0 and dim Yle =1, asclaimed. O

Corollary 3.14. For 6 € C near 0, we have that A(0) = [\(9). In particular, A(0) is
differentiable near 0 and A’(0) = 0.

Proof. Werecall that A(0) = 0and A is differentiable near 0, by Lemma 3.9. In addition,
vz) (+), defined in (41), gives a one-dimensional measurable equivariant subspace of 3

which grows at rate ZA\(O) (see (42)). Theorem 3.12 shows that lim sup,_, ug < 0.In
particular, ,ug < A(0) for 6 sufficiently close to 0. Combining this information with the

multiplicative ergodic theorem (Theorem 2.3) and Lemma 3.8, we get that A () = A 0)
and Ylg (w) = (vf)), for all & € C near 0. Thus, Lemma 3.11 implies that A’(0) = 0. O
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3.6. Convexity of A(0). We continue to denote by u the invariant measure for the skew
product transformation t defined in (16). Furthermore, let S, g be given by (1). By ex-
panding the term [ S, g (w, x)]? itis straightforward to verify using standard computations
and (19) that

lim ~ f [Spg(@, )P dp(w, x) = f
n—)OOn QXX

Qx

g, x)? du(w, x)
X
+2)° f g(w, 0)g(x" (@, x)) du(w, x)
n=1 QxX

and that the right-hand side of the above equality is finite. Set
o0
»? .= / g(@, x)dp(w, x) +2 Z/ g, x)g(t"(w, x)) du(w, x). (49)
QxX =1 QxX

Obviously, »2 > 0 and from now on we shall assume that £2 > 0. This is equivalent
to a non-coboundary condition on g; we refer the interested reader to [15] for a precise
statement characterising the degenerate case %2 = 0.

Lemma 3.15. We have that A is of class C? on a neighborhood of 0 and A" (0) = 2.

Proof. Using the notation in Sect. 3.4, it follows from Lemma 3.9 and Corollary 3.14
that

na Nels(@,) . 0. 0g(w,) N/ .
N(e):m(/ ro ([ 8(@, )e’s (O(G)wﬁigﬁw())w 80/ (6),(-) dm)

dIP(w)).

Proceeding as in the proof of Lemma 3.9, one can show that A is of class C? on a
neighborhood of 0 and that

)\0 /" ke N2
A(6) = %( / ;’Z — ((xaé) ))2 dIP’(w)), (50)

where we have used to denote derivative with respect to 8. We recall that 20 = 1,19 " is
given by (45), and in particular )Lf, "lo=0 = O for P-a.e. w € Q. 1tis then straightforward,
using (50), the chain rule and the formulas in Appendices B.1 and B.2, to verify that

A" (0) =m(//g(w,x)zug(x)+2g(w,x)0’(0)w(x)+0”(0)w(x)dm(x)dlp(w)).

Moreover, since § — O’(6) is a map on a neighborhood of 0 with values in S we can
regard O”(0) as an element of (the tangent space of) S, which implies that

f 0"(0),(x)dm(x) =0 forae.w
and thus

A”(O)=9{(//(g(a),x)2vg(x)+2g(w,x)O’(O)w(x))dm(x)dIP’(a))). (51)
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On the other hand, by the implicit function theorem,
0'(0), = —(D2F(0,0)” (D1 F(0,0))),.

Furthermore, (40) implies that

o lw

o
(D2F(0.0)" W)y ==Y LY, W,-,).
j=0

for each W € S. This together with Proposition B.7 gives that

[e¢]

0' M= LY (g w ), (). (52)

o Jw
Jj=1

Using (51), (52), the duality property of transfer operators, as well as the fact that o
preserves P, we have that

A" (0) =/[/g(w,x)2ugdm(x)

+2) f g, 0L, (g w, N0, ) dm(x)} dP ()
j=1

=/[/g(w,x)2duw(X)

+2Z/g(a), 7O x)g(o_ja),x)du{,__;w(x)] dP(w)
j=1

:/g(a),x)zd,u(a),x)+22//g(oja), Ta()j)x)g(w,x)duw(x)dP(w)
j=1

:/g(a),x)zdu(a),x)+2Z/g(w,x)g(rj(w,x))du(w,x) =32
j=1

The following result is a direct consequence of the previous lemma.

Corollary 3.16. A is strictly convex on a neighborhood of 0.

3.7. Choice of bases for top Oseledets spaces YO and Y. We recall that Y7 and Y.*

are top Oseledets subspaces for the twisted and adjoint twisted cocycles, £7 and £7%,
respectively. The Oseledets decomposition for these cocycles can be written in the form

B=Y!@®H’ and B*=Y’@®H:’, (53)
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where Hﬁ =V%(w) ® @ljf’:z Y]?o (w) is the equivariant complement to Yﬁ =Y 19 (w),

and H} % is defined similarly. Furthermore, Lemma 2.6 shows that the following duality
relations hold:

¥(y) = 0 whenever y € Y? and ¢ € HX’, and

54
¢(f) = 0 whenever ¢ € Y* and f € H’. o9

Let us fix convenient choices for elements of the one-dimensional top Oseledets
spaces Y9 and Y19, for® € Ccloseto0.Letv? € Y9 beasin (41),sothat [ v} (-)dm = 1.
(In view of Proposition 3.6, when 6 € R close to 0, the operators EZJ are positive, SO we
can additionally assume v > 0 and so [[v? ||; = 1).

Since dim Y2 = 1, v? is defined uniquely for P-a.e. € Q. Theorem 2.3 ensures
that, for P-a.e. w € , there exists Ag) eC ()\z) > 0if 8 € R) such that

L0080 =280 . (55)
Integrating (55), and using (43), we obtain
6 (& s 0
A= / 8@ (x) dm (x), (56)

and thus AY coincides with the quantity introduced in (43). By (42) and Corollary 3.14,
A@) = / log |Az)| dP(w). (57)

Next, let us fix ¢Z) evy: % so that ¢f}(vg) = 1. This selection is again possible and
unique, because of (54). Furthermore, this choice implies that

Loyl =21090 (58)

because Y;*¥ is one-dimensional and equivariant. Indeed, if CY is the constant such that
0 0 — 00
(L) bge = Clo,,, then

Moy = M0 (Vow) = 00 (Lovs) = (L£0)95,) (y) = Codyvy) = Cq.

4. Limit Theorems

In this section we establish the main results of our paper. To obtain the large deviation
principle (Theorem A), we first link the asymptotic behaviour of moment generating
(and characteristic) functions associated to Birkhoff sums with the Lyapunov exponents
A(0). Then, we combine the strict convexity of the map 6 — A () on a neighborhood
of 0 € R with the classical Gértner-Ellis theorem. We establish the central limit theorem
(Theorem B) by applying Levy’s continuity theorem and using the C2-regularity of the
map 6 — A(0) on a neighborhood of 0 € C. Finally, we demonstrate the full power
of our approach by proving for the first time random versions of the local central limit
theorem, both under the so-called aperiodic and periodic assumptions (Theorems C
and 4.15). In addition, we present several equivalent formulations of the aperiodicity
condition.
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4.1. Large deviations property. In this section we establish Theorem A. The main tool
in establishing this large deviations property will be the following classical result.

Theorem 4.1. (Gartner-Ellis [28]) For n € N, let P, be a probability measure on a
measurable space (Y, T) and let E, denote the corresponding expectation operator.
Furthermore, let S, be a real random variable on (2, T) and assume that on some
interval [—0,, 6.], 0, > 0, we have

lim llo E, 0Sny —
gE, (™) = ¥ (0), (59)

n—-oon

where V is a strictly convex continuously differentiable function satisfying ¥'(0) = 0.
Then, there exists €, > 0 such that the function c defined by

c(e) = ‘es‘u;; {0e =¥ (0)} (60)

is nonnegative, continuous, strictly convex on [—e,, €], vanishing only at 0 and such
that

lim —log]P’n(S > ne) = —c(e), foreverye € (0,€y).

n—-oon

We will also need the following results, linking the asymptotic behaviour of charac-
teristic functions associated to Birkhoff sums with the numbers A (6).

Lemma 4.2. Let 0 € C be sufficiently close to 0, so that the results of Sect. 3.7 apply.
Let f € B be such that f ¢ HP. That is, ¢ (f) # 0. Then,

n—-oon

lim —log‘/ OS"g(‘”)fdm’ AO) forP-ge we Q.

Proof. Given f € B, we may write (see (53)) f = ¢>9(f)v +h9 where h9 € H9
Using this decomposition and applying repeatedly (55), we get

n—1
515 = (T4 ) s, 220 o)

Theorem 2.3 ensures that
1
lim —log [|L% ™0l < A(O). (62)
n—oon ®

Thus, the second term in (61) grows asymptotically with n at an exponential rate strictly
slower than A (0). By (34) and (61), we have that for P-a.e. w € Q

lim —log)/ O8ng(@.x) ¢ dm‘ = hm —log‘/ﬁe o r dm}

n—oon
1 1 £y n’

— lim =Y loga?, |+ lim - lo ‘/ Oyl +—=2 "o
Jim_ ; glrg, |+ lim ~log| [ 6f(N]., RN
whenever the RHS limits exist. The first limit in the previous line equals A(8) by (57).
The second limit is zero, because the choice of v? ensures the integral of the first

o—1lg

term in the square brackets is q)f)( f) # 0 (by assumption), which is independent of
n, and the second term in the square brackets goes to zero as n — o0 by (62). The
conclusion follows. O
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Lemma 4.3. For all complex 0 in a neighborhood of 0, and P-a.e. w € Q, we have that

n—oo n

1
lim —log‘/eas"g(‘”’x) duw(x)‘ = A(9).
Proof. Since

lim — 10g ‘ / 05ng(@X) g1 (x)‘ = hm - log ‘ f 05n(@.%) O(x) dm(x)|,
n—oon
by Lemma 4.2 it is sufficient to show that ¢¢ (v%) # 0 for 6 near 0. We know that
¢2 (%) = [v0dm = 1. Hence, the differentiability of 6 > ¢? at § = 0, established in
Appendix C, together with the uniform bound on || vg Iz provided by (17), ensure that
for § € C sufficiently close to 0 and P-a.e. w € Q, ¢¢ (v0) # 0 as required. O

Proof of Theorem A. The proof follows directly from Theorem 4.1 when applied to the
case when

Y. T)=X.B), Po=po Sa=Sgw, ) and ¥ ()= A@).

Indeed, we note that (59) holds by Lemma 4.3 (the absolute values are irrelevant when
0 € R). Furthermore, it follows from Corollary 3.14 that A is continuously differentiable
on a neighborhood of 0 in R satisfying A’(0) = 0 and by Corollary 3.16, we have that A
is strictly convex on a neighborhood of 0 in R. Finally, ¢ does not depend on w by (60).
O

4.2. Central limit theorem. The goal of section is to establish Theorem B. We start with
the following lemma, which will be useful in the proofs of the both central limit theorem
and local central limit theorem.

Lemma 4.4, There exist C > 0,0 < r < 1 such that for every 6 € C sufficiently close
to 0, everyn € N and P-a.e. w € Q, we have

‘ / LM @0 — 68 WOy am| < Cr. (63)

Proof. The following argument generalises [28, Lemma III.9] to the random setting.
For each 6 near 0 and w € €, let

Q0 f = LO(f — 2 (fHvl).

Note that, in view of Lemma 3.2 and differentiability of @ - v® and# > ¢? (established
in Lemma 3.5 (see (41)) and Appendix C, respectively), we get that there exists N > 1
such that || QZ)H < N for every w € 2, provided 6 is sufficiently close to 0.

In addition, since f —¢f)( f )vz) is the projection of f onto Hf, along the top Oseledets
space Yf), we get that, for every n > 1,

Qb p — £ (r g (fl).

Furthermore, since f —¢2 (f)v) = f—(/ fdm)v?, condition (C3) and Lemma2.11(1)

ensure that there exist K/, A > 0 such that foreveryn > O and P-a.e. w € , ||Qw ) | <
K'e ™,
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Let 1 > r > ¢, and let ny € N be such that K'e™*" < "0 Lemma 3.2 together
with differentiability of 6 +— v? and 6 — ¢>9 ensure that 6 — Qg) is continuous in
the norm topology of B. In fact, the uniform control over w € €2, guaranteed by the
aforementioned differentiability conditions, along with Condition (C1), ensure that one

can choose € > 0 so that if |#| < €, then ||Q2j("°)|| < r"0 for every w € 2. Writing
n =kno+ €, with0 < ¢ < ng, we get

o /"0 w

k—1
o, 0,
1951 < TTNQEM Q%) I < r" (N/r)' < er”,
11

with ¢ = (%)"O Thus,

| / L5000 — ¢ 0)l) dm| < 1257 @Y - @@Ll
< 1L5M @) — ¢l WD) Is = 195 Wl < cr V05

By (17), there exists K > 0 such that ||v2)||3 < K for P-a.e. w € Q, so the proof of the
lemma is complete. O

Proof of Theorem B. We recall that £2 > 0 is given by (49). It follows from Levy’s
continuity theorem that it is sufficient to prove that, for every ¢t € R,

lim e V" du,=e 2, forP-ae we Q.

it

Assume n is sufﬁc1ently large so that dim Y f = 1 and vw" can be chosen as in (41).

it
In particular, fo " dm = 1 and E‘f vt = (]_[” 1Aﬁ afw, for P-a.e. w € Q.
Furthermore, using (34),

Sng(w,-) Sng(®,") ,(n)
/e”f duw:[e”ﬁvdm_ E‘f Odm
L)
=/cf ﬁ( )03 + (00 — g3 W0y ))dm
it n—1 it (n)
=¢f(ug)-]_[,\ﬂw+/cwﬁ  — ( O)v )dm.
j=0

Lemma 4.4 shows that the second term converges to 0 as n — oo Also differentiability

of 6 — ¢0 established in Appendix C, ensures that lim;_, 5 ¢, (vo) = qbw(vo) = 1.
Thus, to conclude the proof of the theorem, we need to prove that

it t2 2
lim ]‘[,\f —e 7, forPae weQ, (64)
n—>oo
which is equivalent to
n—1 % [222
nlgr(;Zlog)\gjw = - for P-a.e. w € Q.
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Using the notation of Lemmas 3.4 and 3.5, we have that AS) = H(@, 0(0))(cw) and
thus we need to prove that

it

12352
nlgg()ZlogH(\/_ o( f)>(a]+1 ©)=——— forPacwe (65

Let H be a map defined in a neighborhood of 0 in C wi~th values in LOO(QN) by H®) =
lgg H (6, 0(9)). It will be shown in Lemma 4.5 that H is of class C2, H(0)(w) = 0,
H'(0)(w) = 0 and

A (0)(w) = / (g . )10, +2(0 " w, )0 (0),-1,,) dm.

Developing H in a Taylor series around 0, we have that

H(0)(@) = log HO, 0(6))() = wez +RO) ),

where R denotes the remainder. Therefore,

217 j+1
><a’” o = L OCTD) i iy,

10gH< O(—) o

WA

which implies that
2 n—1

ZlogH(f (7>)(of“w)=—% —ZH”(O)(of“w)

n—1

+Y R(it/n)(o/ w). (66)

J=0

The asymptotic behaviour of the first term is governed by Birkhoff’s ergodic theorem,
so using (51) in the second equality and Lemma 3.15 in the third one, we get:

21 2 2
i ” j+l _t_ 24 __t_ 4
Tim_ § H"(0)(c/* w) = 5 / H (0)() dP(w) = ——A"(0)
2
= —322 for P-ae. w € Q. (67)

Now we deal with the last term of (66). Writing R(0) = 92§(9) with limg_, ¢ E(Q) =
0, we conclude that for each ¢ > 0 and r € R\ {0}, there exists § > 0 such that
||I§(9)||Loo < t% for all |0| < 8. We note that there exists ng € N such that |it//n| < §
for each n > ng. Hence,

2l )
ZR(zt/f)(af“w) < S 3 IRGrVm @) = S B =
=0 20 n t

for every n > ng, which implies that the second term on the right-hand side of (66)
converges to 0 and thus (65) holds. The proof of the theorem is complete. 0O
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Lemma 4.5. The map H(60) = log H(6, O(9)) is of class C2. Moreover, H(0)(w) = 0,
H'(0)(w) =0 and

H"(0)(w) = [(g((f_la), )20, 4280w, )0 (0),-1,,) dm.

Proof. The regularity of H follows directly from the results in Appendices B.1 and B.2.
Moreover, we have H (0)(w) = log H(0, 0(0))(w) = log 1 = 0. Furthermore,

-, N )
H (0)(w) = HE.00) () [D1H(©, 0(0))(w)+ (D2H®, 00))0 (0))(w)].

Taking into account the formulas in Appendix B.1, (25) and (46), we have
H' (0)(w) = fg(a*‘w, 0, dm +/ 0'(0),-1,,dm = 0.

Finally, taking into account that Dy> H = 0 (see Appendix B.2) we have

—D1H(0, 0(0))(w)
[H(®, 00) ()]

H"(0)(w) = [D1H (6, 00)) () + (D2H (6, 0(6))0'(0)) ()]

+ W[DMH(& 0(0))(w) + (D21 H(O, 06))0'(0))(w)]

. 1
H(, 000))(w)
+(D2H (6, 0(0))0"(6))(w)].

[(D12H (0, 0(0)) 0" (0)) ()

Using the formulas in Appendices B.1 and B.2, we obtain the desired expression for
H"(0).
]

4.3. Local central limit theorem. In order to obtain a local central limit theorem, we
introduce an additional assumption related to aperiodicity, as follows.

(C5) For P-a.e. w € Q and for every compact interval J C R\ {0} there exist C =
C(w) > 0and p € (0, 1) such that

1L 5 < Co", fort e Jandn = 0. (68)

The proof of Theorem C is presented in Sect. 4.3.1. In Sect. 4.3.2, we show that (C5)
can be phrased as a so-called aperiodicity condition, resembling a usual requirement for
autonomous versions of the local CLT. Examples are presented in Sect. 4.3.3.
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4.3.1. Proof of Theorem C. Using the density argument (see [37]), it is sufficient to
show that

sup — 0, (69)

seR

$2
Zﬁ[h(s+Sng(w, Ndpey — \/;_nehZZ/Rh(u)du

when n — oo for every 1 € L'(R) whose Fourier transform h has compact support.
Moreover, we recall the following inversion formula

1 A itx
hix) = — | h(t)e' dt. (70)
2 R
By (34), (70) and Fubini’s theorem,
> ~ .
Z\/E/h(s+sng(w9 Ndpy = Z_ﬁ// h(t)elt(S+S"g(w")) dtdy
T R
= —Eﬁ/ eitsﬁ(t)/eits”g(w") dug dt
2w R
_ Eﬁ/ eim;l(t)/ i1518@930 g dt
2 R
D N .
= —\/ﬁ/ e‘”h(t)/ﬁg’(")vgdmdt
its A it
= /efh(—)/ﬁf v dmdt.

Recalling that the Fourier transform of f(x) = e~ = 2X is given by f (t) = ﬁ —1?/2%?

we have

_;;/h( )d hO) -5
€ :in u u = e :in
R V2

V27 T
h 0)T -
MO fs i
_ h(O)E / e
2 R

Hence, we need to prove that

Y [ i i ) MOYS [ i s
—/efh( )/ﬁf 00 dm drt — © /eﬁ~e_27rdt
T JR 2 R

sup — 0,

seR g

(71)

when n — oo, for P-a.e. w € Q. Choose § > 0 such that the support of h is contained
in [—§, §]. Recall that EZ;(")UQ (]_[” ! )\9 )vg,lw for P-a.e. w € €2, and for all 6 near

0. Then, for any Se (0, §), we have,

) is ot L (n) hO0)S its. 2,2
—/eﬁh(—)/ﬁa‘)ﬁ vgdmdt— © /eﬁ ~eithdt
2 R \/ﬁ 2 R

T
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it

- §/|;<Sf ( (_)Hkolw h(O)e 2 )dl

> its A ”
= efh(—)f AV ﬁ( 0) l)dmdt
27T \t|<¢§f l_[ o/w
¥ . . . .
I/ e’”h(t)/ﬁg’(”)(vg — i )iy dm i
27 |t|<(§
> . .
LIV " hr) / LI800 dm dr
2 Ji<|r)<s

- Eiz(O)/ Vi e S dr = () + (D) + (1) + (IV) + (V).
2 HENG

The proof of the theorem will be complete once we show that each of the terms
(I)-(V) converges to zero as n — 00.

Control of (I). We claim that for P-a.e. w € €,

n—1

2
FREDTIAY — hOye Sy dr| =
/Mfe ((f)l"[(,,w e "2)

lim sup
n—oQ seR

Indeed, it is clear that

sup

its it 12
Vi ( h(—) Af — h(©)e ) di
seR ~/|;|<(§f 1_[

<
\z|<5f

It follows from the continuity of h and (64) that for P-a.e. w €  and every t,

it

22
n) ]‘[xg{w — h(0)e~ "2 |dt.

it 2.2
h(—) ]_[,\ﬁ —h(0)e~ "2 — 0, whenn — oo. (72)

The desired conclusion will follow from the dominated convergence theorem once we
establish the following lemma.

Lemma 4.6. For § > 0 sufficiently small, there exists ng € N such that for all n > ng
and t such that |t| < 8./,

n—1 ,,

1_[ ka!w

):2
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Proof. We use the same notation as in the proof of Lemma 4.5. As before, 91(z) denotes
the real part of a complex number z. We note that

lI

’f NG G20 A" O) 0 w)) | N2y RGit/m) (0T w)

le

Since, by (67), % Zj;(l) H"(0)(c/w) — =2 for P-a.e. w € Q, we also have that

n—1

1 - )
sn(— ZH”(O)(U’w)) - %% Pacwe®
n <
j=0
and therefore for P-a.e. w € Q there exists ngp = ng(w) € N such that

n—1

( ZH”(O)(G w)) > x2/2, forn > no.

Hence,

n—1 gy i 252
_7%( oy L OICHD) < e_%, forn > ng and every t € R.
We now choose § such that [|[R(9) | < =2 /8 whenever 6] < 8. Hence, for 7 such
that |7| < §4/n , we have

1
2" tzZ

< —Z|R<zr/f)(a )| < ——

ZR(U/I )0/ )

and therefore

252

MG R/ )0 w) <3

which implies the statement of the lemma. O

Control of (II). We recall that for 6 sufficiently close to O, vf) as defined in (41) satisfies
fol vf; dm = 1forP-a.e. w € Q. Thus, to control (II) we must show that for P-a.e. w € Q

it

b
lim su —/ efh(—)| |A ﬁ(v ) — 1) dt
b 27T |t\<(§f \/— (r/w

n—oo seR

=0. (73)

Using the fact that ¢ (v) = 1 and the differentiability of 6 > ¢? (see Appendix C),
we conclude that there exists C > 0 such that |¢>f)(vg) — 1] < C|0] for 0 in a neighbor-
hood of 0 in C. Taking into account Lemma 4.6, we conclude that

2/ e «lf Vi
Py —) A (90" W) — D dt
|1|<8/n l_[

sup o

seR

1 DIN _z2?
< —=C—|h|lL= |tle” 5 dt,
Vno 2w It <8/

which readily implies (73).
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Control of (III). We must show that

lim sup =0.

n—oo seR

) A L . )
zyn / eSh(r) / L @0 _ it 0Nity dm dr
T J|r<$ 0

Lemma 4.4 shows that there exist C > 0 and 0 < r < 1 such that for every sufficiently
small ¢, every n € N and P-a.e. w € €,

‘ /ggw(vg - jg(vgw;‘;)dm\ <cr.
Hence, provided §is sufficiently small,

lim sup

n—00 ( p 2w

by - . : .
j/u Se”‘h(t)/z:g»(")(ug—¢;f(vg)v;§)dmdz
<

b)) ~
< lim —ﬁnhanCr” —0.
n—oo 27
Control of (IV). By the aperiodicity condition (C5),

b)) oA .
sup V1 / e”sh(t)/ﬁg’(”)vgdmdt
b<lr|<s

seR 2w
~ 2Jn o~
<2C( — 5)2—;{_||h||L°° " 110loo — 0,

when n — oo by (17) and the fact that / is continuous.

Control of (V). It follows from the dominated convergence theorem and the integrability
2,2
of the map ¢ — e~ that

A its 2,2 h 2,2
h(O)E / eﬁ .e_ET d[‘ < M/ 6_22 d[—)()’
2 HENG 21 HEIN

whenn — oco. 0O

seR

4.3.2. Equivalent versions of the aperiodicity condition In this subsection we show the
following equivalence result.

Lemma 4.7. Assume dim Y° = 1 and condition (C0) holds. Suppose, in addition, that
Q is compact and that the map L : Q@ — L(B), w +— L, is continuous on each of
finitely many pairwise disjoint open sets Q1, ..., Q4 whose union is Q, up to a set of
P measure 0. Furthermore, assume that for each 1 < j < q, L : Q; — L(B) can
be extended continuously to the closure Q j- Then, each of the following conditions is
equivalent to Condition (C5):

1. Foreveryt € R\ {0}, A(it) <O.
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2. Foreveryt € R, either (i) A(it) < 0 or (ii) the cocycle R s quasicompact and the
equation

8@ L0y = Vi, (74)

where yu’;’ e Stand,, € B* only has a measurable non-zero solution  := (s, }weq
when t = 0. Furthermore, in this case )/(2 = 1and Y,(f) = [ fdm (up to a scalar
multiplicative factor).

Before proceeding with the proof, we present an auxiliary result for the cocycle R/,

Lemma 4.8. Assume dim Y* = 1 and R'" is quasi-compact for every t € R for which
A(it) = 0. Then, for each t € R, either A(it) < 0ordimY! = 1.

Proof. Assumedim Y° = 1.It follows from the definition of £ that A (it) < O forevery
t € R. Indeed, for every v € B, ||Lv]|] = [|Lo(e8@ 0|1} < [[8@ ]y = |v];.
Hence, lim, oo L log L6 ™ vl < 0. Lemma 2.2 then implies that A (i) < 0.

Suppose A(it) = 0 for some ¢ € R. Let d = dim Y*'. Then d < oo by the quasi-
compactness assumption. Our proof proceeds in three steps:

(1) Let S; = {x € B : ||x||; = 1}. Then, for P-a.e. w € Q and every v € chf NS,

LG vl = 1.

(2) Assume v € Y/! is such that ||v]|; = 1. Then |v| = vg. In words, the magnitude of
v is given by vg, the generator of Y, 2.

(3) Assume u, v € Y!! are such that [[v]|; = |lul; = 1. Then, there exists a constant

a € R such that u = ¢!“v. In particular, d = dim Y’ = 1.

The proof of step (1) involves some technical aspects of Lyapunov exponents and
volume growth and it is deferred until Appendix A.2. Assuming this step has been
established, we proceed to show the remaining two.

Proof of step (2). Letv € chf be such that ||v||; = 1. Consider the polar decomposition
of v,

v(x) = e ?r(x),

where ¢, r : X — R are functions such that » > 0. Notice that the choice of r(x)
is unique. The choice of ¢(x) (mod 27) is unique whenever r(x) 7 0, and arbitrary

otherwise. Because of step (1), for P-a.e. w €  and n € N, we have [|£5 ™ v, = 1.

Also, ||£ff)|v|||1 = ||/.3,(,f’)r||1 = 1, where we use |v| to denote the magnitude (radial

component) of v. Notice that £L2r (x) = ZT(")y—x % and by Lemma 3.3(1),
@ S 1) y

LMy (x) = Z S8 (@) +i$ () :’n()y) . 75)
I(To) (V)]

Ta()")y:x

In particular, foreach x € X, we have |EZ’(n)v(x)| < E((f)r(x).Sincel = ||£Z’(")v||1 =
125D v)ldx and 1= L5 r |11 = [ £8r(x)dx, it must be that for a.e. x € X,

1L MWy (x)] = L7 (x). (76)
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In view of the triangle inequality, equality in (75) holds if and only if for a.e. x € X
such that cﬁ;’ )r(x) # 0, the phases coincide on all preimages of x. That is, if and only if
PiISIE@HO) = (i1Si8@ OO forall y, ' € (TS) 71 (x) (if for some preimage y

% is zero, we may redefine ¢ (y) in such a way that it satisfies this
w y

. . . (n)
requirement). Thus, there exists ¢, : X — R such that '’ Sng@.V)HPY) = pitnoTn ()
for every y such that ﬁff )r(y) # 0. Thus, for all such y, we have

of x the modulus

. . . . (n) .
EZ,(H)v(y) — Eg')(e”s”g(w’y)ﬂ(b(y)r(y)) — Eg)(eld)non (y)r(y)) — €l¢n(y)£gl)r(y)‘
(17

Note that if £/ r(y) = 0, then £ v(y) = 0as well, so indeed equality between LHS
and RHS of (77) holds for a.e. y € X.

Notice that, by equivariance of Y/, cil ™y eyl andthe polar decomposition of

o''w?
EZ’(") v is precisely given by the RHS of (77). Recall that for every n and P-a.e. w € Q,
L't_(,,") Y” — Y!Iis a bijection. Let v_, € Y” be such that £”_(,?) v_, = v, and

letr,n = |v ,,| Werecallthatby step(l)oftheproof ||r,,,||1 =1. Also [18 Lemma20]
implies that for every € > 0 there exists C. > 0 such that |jv_, || < Cee"|v]. Hence,
lr—nll < llv_nll < Cee||v]|, where we have used the facts that var(Jv|) < var(v) and

Il lv] |l = |lv|l; for every v € B, a fact that holds for both notions of variation in this
work, (12) and (13). Notice that fr,,, — vg_,,wdm = 0, as both r_, and vg_,,w are

non-negative and normalized in L'. Thus, (76) applied to v_, and o ~"w, together with
(C3) yields
I = ol = 1L vl = vl = L0, (o = 00—,

(78)
< K'e™(lr_pll + 00

- 0
) = K'e™* " (Cee [[v] + ess sup,eqllvg -

Let € < A. Then, the quantity on the RHS of (78) goes to zero as n — oo and therefore

r= vg, as claimed.

Proof of step (3). Letu,v € Y be such that [|[v]|; = [lul; = 1. In view of step (2),
there exist functions ¢, ¥ : X — R such that v = ¢/?v? and u = ¢'¥0. Since Y/!
is a vector space, we have u + v € Y, ”, although u + v may not be normalized in L.
Hence, again using step (2), there exist p € Rand & : X — Rsuchthatv+u = ,oe’g v
Therefore,

v+u= e""jvgJ + eiwvg = peisvg.
Recalling that vg is bounded away from 0, we can divide by vg, and take magnitudes
(norms) to get

|ei¢ + eiw| =p.

Elementary plane geometry shows that this implies |¢ — | is essentially constant (mod-
ulo 27). In particular, ¢ — ¥ can take at most two values, say £a. A similar argument,
considering v and u’ = ¢/%u shows that ¢ — 1 — a can also take at most two values, say
+b. Putting this together, we have on the one hand that ¢ — ¢ — a € {0, —2a}, and on
the other hand that ¢ — W —a € {b, —b}. Thus, either (i) b = 0, and therefore v = ey,
or (ii) b # 0 and then ¢ —  —a = —2a, and therefore ¢ = ¥ —a and v = ¢~ “u. 0O
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Proof of Lemma 4.7. Equivalence between Assumption (68) and item (1). It is straight-
forward to check that (68) directly implies item (1). To show the converse, assume the
hypotheses of Lemma 4.7 and item (1). An immediate consequence of upper semi-
continuity of t +— A(it), as established in Lemma A.3, is that if / C R is a compact
interval not containing 0, then there exists 7 < O such thatsup,.; A(it) < r.Letp :=¢€".
Then, for P-a.e. w € Q and t € J, there exists C, ; > 0 such that for every for n > 0,

L) < Cy 0" (79)

In order to show (68), we will in fact ensure the constant C,, ; can be chosen indepen-
dently of (w, t), provided (w, t) € Q2 x J for some full P-measure subset 2 C 2. We
will establish this result for » € € := Nkez, O (U 1521). Notice that < is o-invariant
and, since o is a P-preserving homeomorphism of €2, then P($2) = 1. For technical
reasons regarding compactness, let us consider Q := =Ii<<4 Q; where LI denotes dis-
joint union, with the associated disjoint union topology (so €2 may be thought of as
Ui <i=q ({1} x ), with the finest topology such that each injection Q; < {I} x ; C Q
is continuous). In this way, each {l/} x Q C Qisa clopen set and, since €2 is compact,
s0 is Q.

For notational convenience, but in a slight abuse of notation, we drop the ‘{/}’ compo-
nent, and identify elements of  with elements of €, although points on the boundaries
between ;s may appear with multiplicity in 2. For each wy € Q C Q, we denote

L, the (unique) value making w — L, continuous on Q C Q. Thisis possible by the
assumptions of the lemma and the universal property of the dlSJOll’lt union topology. In

addition, notice that each element of Q belongs to exactly one of Q.. Q and there-
fore it has a unique representative in €2. Hence, there is no ambiguity in the definition
of L, forw € QcQ.

Let 1 <[ < g and note that for every (wy, ty) € Q xJ C Q x J, there is an
open neighborhood Uy, C Q x J (we emphasize that the topology of € is used
here) and i = 71w, f9) < 0o such that if (@, 1) € Ugey.1) then [|£25 ™| < p. Indeed,
let 7 = i1(wp, o) be such that ||£”0 @ < p/2. Recall that Lemma 3.2 ensures that
t = M= (f(-) = €'8@) £(.)) is continuous in the norm topology of B, so that
(w, 1) — Eﬁj can be extended continuously to Q; x Jforeachl <[ < ¢, and therefore
to all © x J. Thus, one can choose an open neighborhood Uy, 1) C 2 x J so that if
(w, 1) € Uwy.19)> then ||£Z’(ﬁ)|| < p", as claimed.

By compactness, there are finite collections (of cardinality, say, N ) Al .., AlN, C

Q x J and nl1 R niv, € N such that U;V;lAlj ) (fZ N ;) x J and for every (w, t) €
L (@nan x 9.y "l = o,

Letng := max;</<4 max; ;< nl] < o0. For each w € Q, let 1 < Il(w) < g be the
index such that w € €;(4). Let (w, 1) € Q x J,andletl < j(w, 1) < N!@) pe such that
(w,1) € Az(f’a?’t).
N as follows: My(w,t) = 0, mp(w,t) = n

nz(aMkW)w)
J@Mk@ Do 1)

Letus recursively define two sequences {my (w, 1) }r>0, {Mi (@, t)}k>0 C

l(@)

j(w,)? Mk+1(0) t) = Mk(w t)+Mk(a) t)

and mp41(w, 1) =
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Notice that for every (w, t) € Qx Jandk e N, mi(w, t) < ng. Then, eachn € N
can be decomposed as n = (ZZ;(I) my(w, t)) + ¢, where n = n(w, t, n) > 0 is taken to
be as large as possible while ensuring that 0 < ¢ = ¢(w, t,n) < ng. Choosing M > 1
such that ||L'if || < M forevery (w, 1) € QxJ (possible by Lemma 3.2), we get

n—1
| — »
120 < (TTIESGES ) AL, 1D < 0" (M/p) < Cp",
k=0

for every (w, t) € Q x J, where C = (M/p)", and (68) holds.

Equivalence of items (1) and (2). Assume item (1) holds, and suppose there exists
t € R\ {0} such that (74) has a non-zero, measurable solution. By iterating (74) n times,
and recalling identity (35), we get

e!t5n8 (@I LI Yn) = Yol " Vo, (80)
with y/"" € S'. Lemma 3.3 ensures cij*(")(w) = ei’S"g(“’")Eg)*(n)(Ip), so (80) implies
that | £ Wonol B+ = Wl g+ Thus, invoking again [17, Lemma 8.2], limy_, o Llog
||£;§*<”)w||3* = 0, contradicting item (1). Hence, (74) only has solutions when r = 0.
It is direct to check that the choice y(fj = land wg( f) = [ fdm provide a solution.
Since by hypothesis dim Y = 1, no other solution may exist, except for constant scalar
multiples of /0.

Let us show item (2) implies item (1) by contradiction. Assume item (2) holds, and
A(it) = 0 for some nonzero t € R. Then, by assumption £'' is quasi-compact and by
Lemma4.8, dim Y'" = 1. An argument similar to that in Sect. 3.7 implies that there exist
non-zero measurable solutions v to £1v, = A1 vy,, and ¥ to LI*Ys,, = Ail4y,,, chosen
so that ||v, |1 = 1 and ¥, (v,) = 1 for P-a.e. w € Q. Thus, flog |ki§|dIP’ = A(it) =0.
Recalling that [|£ |1 < 1, we get [A!| < 1 for P-a.e. w € . Combining the last two

statements we get that |):Z| = 1 for P-a.e. w € Q. In view of Lemma 3.3(1), ¥ yields a
solution to (74). Hence, Condition (2) implies that = 0. 0O

4.3.3. Application to random Lasota—Yorke maps

Theorem 4.9. (Local central limit theorem for random Lasota—Yorke maps). Assume
R = (2, F,P,0, B, L) is an admissible random Lasota—Yorke map (see Sect. 2.3.1)
such that there exists 1 < q < 0o, essentially disjoint compact sets Q1, ..., Q24 C Q

with U(;:le = Q, andmaps {T; : I — I}1<j<q suchthat T, =T, forPa.e. v € Q;.
Let g: Q x X — R be an observable satisfying the regularity and centering conditions
(24) and (25). Then one of the two following conditions holds:

1. R satisfies the local central limit theorem (Theorem C), or

2. The observable is periodic, that is, (74) has a measurable non-zero solution \ =
(Vwlweq with ¥, € B*, for somet € R\ {0}, yi! € S'. (See Sect. 4.4 for further
information in this setting.)

Proof. Lemma 3.3 ensures that forany n € Nand f € B,

” _ 15, 2(0.-
52 (n)f — Eg‘)(e” glw )f)~
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In order to verify the quasicompactness condition for R!* for € R, we adapt an argument
of Morita [37,38]. First note that since the 7,, take only finitely many values, then R
has a uniform big-image property. That is, for every n € N,

ess inf,eq mm m(T(”)(J(n))) >0,
1<]<b

where J a()ni .. J ) b are the regularity intervals of T(”) Indeed, the infimum is taken

over a finite set. Then "the argument of [37, Proposition 1.2] (see also [38]), with straight-
forward changes to fit the random situation, ensures that

var(LIM (£)) = var(LD (e518@) £)) < (2 + nvar(e'8@))) (87" var(f)
+ Li(o) [ f11), (81)

for some measurable function 7,,. '
Let ng be sufficiently large so that a,, := (2 + ng var(e/’¢(*7))§ =0 < 1. Then,

L0 (F) 15 < ang | 1B + Jng @) f 1,

for some measurable function J,,. Lemma 2.1 implies that « (it) < log(a,,)/no <0 =
A(it). Thus, the cocycle R’ is quasicompact. The result now follows directly from
Theorem C and Lemma 4.7, which is applicable since w + L, is essentially constant
on each of the ;. O

4.4. Local central limit theorem: periodic case. We now discuss the version of local
central limit theorem for a certain class of observables for which the aperiodicity con-
dition (C5) fails to hold. More precisely, we are interested in observables of the form

g(w,x) =ny +k(w, x),
where 71, € R and k(w, -) takes integer values for P-a.e. w € €2, (82)

that cannot be written in the form
gw,) = 77;) +h(w, ) —h(ow, T,()) + puk' (@, ), (83)

forn), € R, p, € N\ {1} and k' (w, x) € Z. Furthermore, we will continue to assume
that g satisfies assumptions (24) and (25). We note that in this setting (74) holds with
t =2,y = "o and Y, (f) = [ fdm. Consequently, Lemma 4.7 implies that (C5)
does not hold.

Let G denote the set of all t € R with the property that there exists a measurable
function W: © x X — S! and a collection of numbers Yo €S I w € € such that:

1. ¥, € Bfor P-ae. w € Q, where ¥, := ¥(w, -);
2. forP-ae. w € Q,

e_itg(w’.)lpaw 0Ty = YoVeo. (84)
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Lemma 4.10. G is a subgroup of (R, +).

Proof. Assume that n,h € Gandlet W/: Q x X — S, J = 1, 2 be measurable
functions satisfying W, € BforP-ae.w € Q,j=1,2andy) € S, weQ,j=1,2
collections of numbers such that

e 1i8@IyJ o T, =yJ W forP-ae weQandj=1,2.
By multiplying those two identities, we obtain that
e i@y o T, =y, W, P-ae weQ,

where ¥ (w, x) = ¥(w, x)¥2(w, x) and Vo = yal) . y£ for w € Q and x € X. Noting
that W takes values in S1, W,, € B for P-a.e. w € §2 and that Vo € S! for each w € €,
we conclude that 11 + 1, € G.

Assume now that7 € G andlet W: Q x X — S! be a measurable function satisfying
v, € BforP-ae.we Qandy, € S 1w € Q a collection of numbers such that (84)
holds. Conjugating the identity (84), we obtain that

8O o T, =750, Pae weQ,
which readily implies that —t € G. G is non-empty because clearly 0 € G O
Lemma 4.11. If A(it) =0 fort e R, thent € G.

Proof. Assume that A(it) = 0 for some ¢ € R. In Sect. 4.3.2, we have showed that in
this case, dim Y*' = 1 and if v,, € B is a generator of Y/! satisfying [lv, |1 = 1, then,
for P-ae. w € 2, |vy| = vg and

L, (@@ 0,) = Yyvoe, (85)

for some y,, € Sl Forwe Q, x € X, set

W(w, x) = Z‘(‘)’g;

Then, W is S'-valued and ¥, € B for P-a.e. w € Q. Set
Vo = Tae @) and @, = PuWe o Ty, o € Q.

Then, we have that
f|<1>w — WP dp, = /(w—w%w 0 Ty = ¥0) (@0 Wow 0 T — Wu) djte
= /|<pw|2 : (|wow|onw)duw+/|ww|2duw
- /%‘%(mo To)dpw — /fﬂ_w‘lf_w(%w 0 Ty)dpe.
Since ¥, and ¢, take values in S ! for each w € €2, we obtain that

/|qow|2 (|Wopl* 0 Ty ditey = /|\vw|2duw = 1.
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On the other hand, by using (85) we have that
f(pquw(\D_mo T,) djt, = /%vg\pw(w_wo T,) dm
= fgowvw(xp_mo T,)dm
= /Lw(%,vw(mo T,))dm
= [ Teatatous) dm

= / Yo oVow dm

Consequently, we also have that

/ %0 %0 (Youw 0 To) dite = 1,
and thus
/I% — W, > dp, = 0.
Therefore,
e @Iy 6T, =yaV, P-ae weQ,
which implies thatt € G. O
We now establish the converse of Lemma 4.11.

Lemma 4.12. [ft € G, then A(it) = 0.

Proof. Assume that7 € G andlet W': Q x X — S! be a measurable function satisfying
W, € BforP-ae.we Qandy, € S 1w € Q a collection of numbers such that (84)
holds. It follows from (84) that

W) (Wop 0 Ty) = Ve @I W00 for P-ae. 0 € Q,
and thus
Ly (Vs 0 Tp)) = yu L (W,00) for P-ae. w € Q.
Consequently,

W, = v L (W,00) for P-ae. w € Q. (86)
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Setting v, = \Dwvg, w € 2, we have that
Vo € B, Voo = ywﬁg(vw) and |lv,lh =1, P-ae. we Q.
Hence, (86) implies that
1L v,y =1, forP-ae w e Q.

Therefore,
1 ,
lim —log|| L5 ™y, =0 forP-ae. w e L,
n—oo n

and thus it follows from Lemma 2.2 that A(it) = 0. O

It follows directly from (82) that 2w € G since in this case (84) holds with ¥ (w, x) =
land y, = ¢2™o ¢ §1 Furthermore, we will show that our additional assumption that
g cannot be written in a form (83) implies that G is generated by 2. We begin by
proving that G is discrete.

Lemma 4.13. There exists a > 0 such that
G ={ak : k € Z}. 87)

Proof. Assume that G is not of the form (87) for any @ > 0 . Since G is non-trivial
(recall that 2t € G), we conclude that G is dense. On the other hand, it follows easily
from Corollary 3.14 and Lemma 3.15 that A(it) < O for all # # 0, ¢ sufficiently close
to 0. This yields a contradiction with Lemma 4.12. O

Lemma 4.14. G is of the form (87) witha = 2.

Proof. Assume that the group G is not generated by 27 and denote its generator by

t € (0,2m). In particular, 27” € N\ {1}. Since t € G, there exists a measurable

function ¥: Q x X — Sl and a collection of numbers y,, € S!. w € Q such that (84)
holds. Writing y, = €', r, € R and ¥(w,x) = 7@ for some measurable
H: Q x X — R, it follows from (84) that

—tg(w,x) =1y + H(w,x) — H(ow, Tyx) + 27k’ (w,x) forw € Qandx € X,

where k': @ x X — Z. This implies that g is of the form (83) which yields a contra-
diction. O

We are now in a position to establish the periodic version of local central limit
theorem.

Theorem 4.15. Assume that g has the form (82). In addition, we assume that g cannot
be written in the form (83). Then, for P-a.e. € Q2 and every bounded interval J C R,
we have:

2 +00

e 3 Y 1,@,m) s+ D] =0,

I=—00

lim sup S (s + Spg(w,)elJ)—

n—0oo seR T

— —1
where ,(n) = > 74 Ngie:
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Proof. Using again the density argument (see [37]), it is sufficient to show that

2 +00

\/;_e s? Z h(nw(n)+s+l)' — 0.
T

[=—00

sup
seR

Eﬁ/ h(s + Spg(@, ) dpe —

when n — oo for every 1 € L' (R) whose Fourier transform h has compact support. As
in the proof of Theorem C, we have that

1 ) A L
E\/ﬁ/() h(s + Spg(w, ) dpy = ?ﬁ/Re’”h(t)/o £y dm dt,

and therefore (using Lemma 3.3)

1
Eﬁf h(s + Sug(@, ) dite
0

o0 +21 1
NG T i (1)l o™ / L (5K @10y 4 gy
—_— w
0

2z I=—oo Y 2T

¥ o0 T ) B ' 1 .
— zf Z / h(t+21ﬂ)et(t+21ﬂ)(nw(n)+5)/ Kg)(ettS,,k(w 2) O)dm dt
T 0

b T . |
= _z*f Hy(t)e'" fo L) dm dt
—7T
> m/n its it
=5 H(—)ef/ C‘f v dmdt,
T ) nyn

where
+00 B
Hy(t) := Y ht +20m)e 7 ot
[=—00

Proceeding as in [45, p. 787], we have

its 722 2

1 .2 = HS(O)E/
e mx? h@, () +s+) = —>— [ evn. drt.

Hence, we need to prove that

D) LN its i H.(0)X its _52,2
/ H(—)ef/ E‘F vwdmdt—é(—)/eﬁ eI dr
27 ) 2 R

I=—00

sup | — — 0,

seR

when n — co. For § > 0 sufficiently small, we have (as in the proof of Theorem C) that

Y [TV s i Hy ()T [ s 2,2
— eV H —)/ Ef vwdmdt— O /eﬁ e dr
2w J_ S n 27
/n R
> its \’/’, 2
- = T(H (—) A H(0)e™ )dt
27 i1 <5 ym l_[ olw
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> its 1” L ”
Fax ) WMH(—)/ 2 ¢>wf(v Yo, — 1) dmdr
r< n
by o I ' .
+ Zf | SemHs(t)/O 525"”)(v2—¢25(v2)v;;)dmd;
<
b . 1
+ — \/ﬁ ellSI_Is(t)/ ﬁg,(ﬂ)vgdmdt
21 Js<itizn 0
% its 52,2
_ EH 5(0) ’ g[eﬁ cem 2 dt = (D)+UD+UTIDH+UV)+ (V).
t[=d4/n

Now the arguments follow closely the proof of Theorem C with some appropriate mod-
ifications. In order to illustrate those, let us restrict to dealing with the terms (I) and
(IV). Regarding (I), we can control it as in the proof of Theorem C once we show the
following lemma.

Lemma 4.16. For each t such that |t| < gﬁ, we have that Hs(ﬁ) — H;(0) uniformly
overs.

Proof of the lemma. This follows from a simple observation, that since h has a finite
support, there exists K C Z finite such that

t ~ 7 E7E ~
HS(T) =Y h(t/v/n+20m)e? T for each ¢ such that 1] < §/n and s € R.
n
leK
Hence,
t ~ ~
(=) = HeO)] < ) _lh(t//n+20m) — h@l)).

leK
The desired conclusion now follows from continuity of h. O

Finally, term (IV) can be treated as in the proof of Theorem C once we note that
Lemmas 4.11 and 4.14 imply that A(it) < O foreach t suchthat§ < |¢f| <m. O

A. Technical results involving notions of volume growth

In this section we recall some notions of volume growth under linear transformations
on Banach spaces, borrowed from [10,21]. We then state and prove a result on upper
semi-continuity of Lyapunov exponents (Lemma A.3). We then prove Corollary 2.5 and
Step (1) in the proof of Lemma 4.8.

Definition A.1. Let (B, || - ||) be a Banach space and A € L(B). For each k € N, let us
define:

o Vi(A) = Supgim E=k ;‘,i (( 5)» Where m g denotes the normalised Haar measure on the
linear subspace E C B, so that the unit ball in Bg(0, 1) C E has measure (volume)
given by the volume of the Euclidean unit ball in R¥, and § C E is any non-zero,

finite m g volume set: the choice of S does not affect the quotient %((’;)S).
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® Di(A) = Supjy, = =[vy =1 ]_[5‘:1 d(Av;, lin({Av; : j < i})), where lin(X) denotes
the linear span of the finite collection X of elements of B, [in({) = {0}, and d(v, W)
is the distance from the vector v to the subspace W C B.

® Fi(A) = Supgim v infuev vj=1 |AVI| = SUPgip, v —¢ infvevyio} [[AV]/ (V]

We note that each of Vi (A), Dy (A) and I'IIJ‘.:1 F;(A) has the interpretation of growth
of k-dimensional volumes spanned by {Av;}i<;<k, where the v; € B are unit length
vectors.

Given functions F, G : L(B) — R, we use the notation F(A) ~ G(A) to mean that
there is a constant ¢ > 1 independent of A € L(B) (but possibly depending on k if F'
and/or G do), such that c ™! F(A) < G(A) < cF(A). The symbols < and > will denote
the corresponding one-sided relations. We start with the following technical lemma.

Lemma A.2. For each k > 1, the following hold:

1. A~ Vi(A) and A — Dy (A) are sub-additive functions.
2. Vi(A) ~ Dp(A) ~ n’;:]FJ- (A).

Proof. The first part is established in [10] and [21], for V and D, respectively.
Next we show the second claim. Assume S C E is a parallelogram, S = Plwy, ...,

w] == {ZLI a;w; : 0 < a; < 1}. Then, [10, Lemma 1.2] shows that

k
mp($) ~ [ [dwi lin(; = j < iy). (88)

i=1
That is, there is a constant ¢ > 1 independent of E and (wy, ..., wg), but possibly
depending on k, such that cme@S) < ]_[led(w,',lin({wj ] < i) < emp(S).
By a lemma of Gohberg and Klein [29, Chapter 4, Lemma 2.3], it is possible to choose

unit length vy, ..., v € E such that d(v;, lin({v; : j < i})) = 1 for every 1 <
i < k. Then, letting S = P[vy,..., ], we get that mg(S) ~ 1 and "ﬂfé—((?)s) ~
]_[i-‘zld(Avi,lin({Avj 1 j <i})) < Di(A). Thus, Vi (A) < Di(A).

On the other hand, for each collection of unit length vectors wy, ..., w; € E,
we have that S := Plwq, ..., wr] C Bg(0,k). Hence, mg(S) < k and %((g)s) >

k’lmAE(AS). It follows from (88) that Vx(A) = Dj(A). Combining, we conclude
Vi(A) = Dy (A) as desired.
The fact that Di(A) ~ 1'[];:1 F;(A) is established in [21, Corollary 6]. O

Lemma A.3. (Upper semi-continuity of Lyapunov exponents). Let R’ = (Q, F, P, o,
B, L%) be a quasi-compact cocycle for every 0 in a neighborhood U of 0y € C. Suppose
that the family of functions {w +— log* ||£Z||}9€U are dominated by an integrable
function, and that for each v € 2, 6 — ﬁfo is continuous in the norm topology of B,
for 6 € U. Assume that (C1) holds, and (C0) holds (with L = L?) for every 6 € U.

Let A(f = ,u? > ,ug > ... > k(0) be the exceptional Lyapunov exponents of RY,
enumerated with multiplicity. Then for every k > 1, the function 6 +— /L? + ug +---+ /Lz
is upper semicontinuous at 6.

Proof. The strategy of proof follows that of the finite-dimensional situation, using the
k-dimensional volume growth rate interpretation of ,u‘f +ee+ uz. Recall that (CO) (IP-
continuity) implies the uniform measurability condition of [10]; see [10, Remark 1.4].
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Hence, [10, Corollary 3.1 & Lemma 3.2], together with Kingman’s sub-additive ergodic
theorem applied to the submultiplicative, measurable function Vj (see Lemma A.2(1)),
imply that u§ +-- -+ uf = inf,>1 L [ log Vi (£5;")dP.

Thus, upper semi-continuity of 6 uf +-+ MZ at 6p would follow immediately

once we show 0 — [ log Vi (cﬁ; ("))d PP is upper semi-continuous at 6y for every n. From
now on, assume 0 € U. In view of the continuity hypothesis on 6 £g), it follows
from continuity of the composition operation (L1, L) — L o Ly with respect to the
norm topology on B and [10, Lemma 2.20], that 6 +— Vj (ﬁg; (")) is continuous for every
n>1andP-ae w e Q. Also, log Vi (L5™) < klog |1£6™ | < k Y12 log* I1£2, |I.

When 6 € U, the last expression is dominated by an integrable function W1th respect to
P, by the domination hypothesis and P-invariance of o . Thus, the (reverse) Fatou lemma

yields [ log Vi (L2 Mg > 1im supg_q, / log Vi (L5 ™)aP, as required. O

A.1. Proof of Corollary 2.5. We first note that the quasicompactness of R* and condi-
tion (CO) follow from Remark 2.4. Thus, Theorem 2.3 ensures the existence of a unique
measurable equivariant Oseledets splitting for R*.

Recall that, in the context of Corollary 2.5, Lemma A.2 shows that Vi, Dy : L(B) —
R are equivalent up to a constant multiplicative factor. Thus, [21, Lemma 3] ensures that
Vi (A) and Vi (A*) are equivalent up to a multiplicative factor, independent of A, and the
claim on Lyapunov exponents and multiplicities follows from [10, Theorem 1.3]. O

A.2. ProofofLemma4.8, Step 1. Werecall that foreveryv € S1 :={y € B : [[yll1 = 1},
L0l = [|Lu (8@ )|} < [le'8@)y||; = 1, so it only remains to show that
infyeying, IL5vlh = 1.

‘We will use the notation of Definition A.1, with the dependence on the Banach space B

- Bp(AS .
made explicit, so that VkB (A) = Supgim E=k m;:l’f;(( 5 ), where mg denotes the normalised
E

Haar measure on the linear subspace £ C B, so that the unit ball {y € E : ||y|lp < 1}
C E has measure (volume) given by the volume of the Euclidean unit ball in R¥, and
S C E is such that mg(S) # 0 (in our context either B = Bor B = LY. For shorthand,

in the rest of the section we will denote [|v] := |[vlig, [v]l1 = vl .1, V].B(A) =:V;(A)

and V].Ll (A) =: le (A), with similar conventions for the measures mg.

By Kingman’s sub-additive ergodic theorem and Lemma A.2, each of the limits (i)
limy, 0 %le (53’(")”&,) and (ii) lim,_, %Vd (ﬁg’(")|y£) exists for P-a.e. w € Q, is
independent of w and in fact it coincides with the sum of the top d Lyapunov exponents
of the cocycles (Q, F,P,o, L', {E”|y,, D and (2, F, P, 0, B, {L!]yi}) (all of which
are equal), respectively. Thus, these limits agree by Lemma 2.2 (see [ (19, Theorem 3.3]
for an alternative argument) and are hence equal to 0, because of the assumption that
A(it) = 0. That is, for P-a.e. w € €,

. 1 1, pit,(n) : 1 it,(n)
Jim VLS ) = lim Vi (L Pl =0.

For each w € @, let B, C Y!! be the closed unit ball in (Y[, || - ||1), B, = {y € Y :
ylli < 1}.Since | LiTv|; < 1 forevery v € Y/' NSy, then L! B, C By, and therefore
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, mi (L4 Bo)
V) (Lilyir) = —2¢——— < 1, because by construction, mi,,., (By) = mi,,., (Byy) =
Y w ow
V4, where vy is the volume of the Euclidean unit ball in R4, A
Recall that for P-ae. w € Q, £ : YiI! — Yi! "is a bijection, so (£i],i)~! is well

defined. Let A := {w € Q : ||(£Z|Yoif)’l||1 > 1}. We claim that for every w € A,

le (,ij lyir) < 1. This will be shown in the upcoming Lemma A.1. Assuming this has
been esta%lished, we conclude the proof as _follows.

Suppose P(A) > 0. Since w +—> Vd] (£;§|ny) is measurable and for every w € A,
le ('Ciﬁlyg) < 1, there exists 8 < 1 and A" C A with P(A") > P(A)/2 > 0 such that
forevery w € A’ le (£Z|yu,-),) < B. Thus, for P-a.e. w € €2,

1 . .
0= lim —log Vi m,) < / log V(L i )dP(w) < P(A))log B < 0, (89)
n—-oon ] Q ®

where, for the first inequality, we have used the fact that lim,, , % log V} (cit-m) yir) =

inf,>1 % fg log Vd1 (EZ’(") |Yg)dIED(w), because of Kingman’s sub-additive ergodic theo-
rem.

The expression (89) yields a contradiction, and hence P(A) = 0, which means that
II(Q,jlyg)_1 Il = 1 for P-a.e. w € 2. Hence, infuey({;msl IL1v]lp =1, as claimed. O

Lemma A.1. Under the hypothesis of Lemma 4.8, assume that || (Egly{ﬁ)t)_l [[1 > 1 for
some @ € Q. Then le (£Z|Y(L’) < L

Proof. Suppose ||(£Z|Y(£)r)_1”1 > 1. Then, there exists v € chf with |lv]|; = 1 and

i 1+ Ll i . .
L]l < 1. Letu = %EZU. It is easy to see that |[u|; < 1sou € int(Bsy),

LHIL vl

TSI v). Hence,

and also that u & L{} B, because L{}|yir is bijective and u = L]} (

8 := min{dist) (u, dByy), dist; (u, L' B,)} > 0,

where dist; denotes the distance in the || - [[{ norm. Thus, the open ball § := {
Yit oy —ully < 8/2) C Y, satisfies ml, (S) > 0, S C By and S N LI B,

it
Yaw

<

€
@.

Therefore,

1+ it le‘l’[w(‘Cng) mi’é’w(BJw) - m;fy’w(S) Va — miﬂ','w(S)
Vd(£w|yé)t)= 1 < 1 = < 1.
ng(Bw) ng(Bw) Vd

B. Regularity of F

In this section, we establish regularity properties of the map F defined in (38).

B.1. Firstorder regularity of F. LetS’ be the Banach space of all functions V: Qx X —
C such that V,, := V(w, -) € B and ess sup,,cqllVwllg < oo. Note that S, defined in
(36), consists of those V € S’ such that f Vodm = 0 for P-a.e. w € Q2. We define
G: Bc(0,1) xS — S and H: Bc(0,1) x S — L*®(Q2) by
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GOMW)o =L\ W,-1,+10_, ) and H(O, W)(w)

= fﬁi,lw(Wa—1w+v2_lw)dm,

where vg is defined in (15). It follows easily from Lemmas 2.11 and 3.2 (together
with (29) which implies supjg <1 K (0) < oo) that G and H are well defined. We are
interested in showing that G and H are differentiable on a neighborhood of (0, 0).
Lemma B.1. We have that

Var(eeg("_lw")) <101 var(g(c " w, ), forw e Q.

Proof. The desired claim follows directly from condition (V9) of Sect. 2.2 applied to
f= g(a_la), Jand h(z) = %%, O

Lemma B.2. There exists C > 0 such that

-1, . —1 .
Var(ef?lg(a W) _ ptglo w,))

< Ce=0M 9, — 0,1 M +10,|e1%M) forw e Q. (90)
Proof. We note that it follows from (V8) that

var(e®18@ @) _ 02800710y — yap(f280 7 @) (,01—0)g@ @) _ 1)
< [|e?28@ 7 0| o . var(e@1 =080 0) _qy

+Var(692g(0_lw,')) . ”6(91*92)3‘(0_160,') — 1.

Moreover, observe that it follows from (24) that [|e?28© @) || 0 < €l®IM  On the other
hand, by applying (V9) for f = g(o ~'w, -) and h(z) = ¢ ~%)7 — 1, we obtain

var(e@ =080 1y <19, — 9,1l =M yar(o (6w, ).

Finally, we want to estimate |1 —02)8 (@ 7lw) _ 1]|Le. By applying the mean value
theorem for the map z e@1=02)2 e have that for each x € [0, 1],

le@1=08( 0x) _ 1| < 01=021M g, g\ |g(0 L, x)| < MeD121M |9, gy,
and consequently
le@ =080 0 10 < MM |0 — gy).

The conclusion of the lemma follows directly from the above estimates together with (24)
and LemmaB.l. O

Lemma B.3. D,G exists and is continuous on Bc (0, 1) x S.
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Proof. Since G is an affine map in the second variable VW, we conclude that
(D2G (O WYH)y = L Hy-1,, foroeQandH € S. 1)

We now establish the continuity of D,G. Take an arbitrary (6;, W) € Bc(0, 1) x S,
i €{1,2}. We have
ID2G (61, W') — D2G (62, W)

= sup [D2G B, WH(H) — D2G (62, W) (H) oo
Hllo=<1

02
0'71(1)

0
= sup esssupeqll i Ho-1o — L1, Ho10lB

IHlleo=<1

Observe that
1L Ho1y — L2 Ho-1,l8

= L1, (€M) — P2 0 L g

S A A

— K var((e®18@ o) _ eezg(a*‘w,»)HJ_lw

+ K”(e@lg(d_lww) _ eezg(a_lw"))Ha—lel.

Take an arbitrary x € X. By applying the mean value theorem for the map z >
%@ '0.%) and using (24), we conclude that

N80 — e < M) — 6 92)
and thus
ess supweQ||(eelg(”7lw") - eezg("flw"))Hgflwlll
< MeM|0) — 02| ess sup,cql Ho-1, 11 ©3)
< MeM|0) — 02] ess sup,,cqllHo-1, 18
< MeM|[Hlloo - 161 — 02
Furthermore,

var((eM18@ @) _ ghg@ oy

< var(e18T10) — 8OO L H

+ [N — OO o var(H,a,,),
which, using (92), implies that
var((eh18 @) _ g oy |y < (Cyar var(ef18@ @) _ e@zg(a—lw,-))
+MeM161 = 62]) [ Hll oo (94)
It follows from Lemma B.2 that
ID2G (61, W') — D2G (62, W)l < (KC +2K Me™) |61 — 6],

which implies (Lipschitz) continuity of DG on B¢c(0,1) x S. 0O
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Lemma B.4. D, H exists and is continuous on a neighborhood of (0,0) € C x S.

Proof. We first note that H is also an affine map in the variable JV which implies that
o lw

(D2H (O, WH) () = /£9 H,-1,dm, forweQandHeS.  (95)

Moreover, using (92) we have that

ID2H 61, WYH — DaH (62, WH|| 1
/Ei‘,lengdm —/,cff,lw alwdm’

= €SS SUP,cq

= €SS Sup,cq

< MeM |0y — 6] ess sup,cqll Hy-1, 11
< MeM|0) — 6] ess sup, ol Hy-1, 15
= MeM 0 — 0| H | o,

for every (61, W), (62, W?2) that belong to a sufficiently small neighborhood of (0, 0)
on which H is defined. We conclude that D, H is continuous. O

Lemma B.5. D H exists and is continuous on a neighborhood of (0,0) € C x S.

Proof. We first note that
H@O,W)(0) = fe"g“’”w")(wﬂw +v)_, )dm.
We claim that for w € Q and & € Bc (0, 1),

(DLH (0, W)h) (@) = / he(@ ™ w, 9" Wy, + 00, ) dm
=: (L(O, W)h),. (96)

Note that L(0, W) : Bc(0, 1) — L°°(L2) is a bounded linear operator. We first note that
for each w € €2,

(HO+h,W)—H@®,W)—LO,W)h)(w)

-1 —1 -1
= /(e(9+h)g(" @) _ 80000 _pe(o e, )ef80 e W, 1, + vg_lw) dm.

For each w € Q and x € X, it follows from Taylor’s remainder theorem applied to the
function z - %@~ that for |0], || < 1,

_ o - 1
@80 00 _ 0807 00 _ po(rly) x)of80 T 0| < 5M2eM|h|2. 97)
Hence,

1
IH (@ +h, W) — H(O, W) — L6, Wh|| = < 51\42eM|h|2(||W||oo +11%0100),
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and therefore

1
m|lH(0+h,W) —H@O,W)—-LO,W)h||L~ — 0, whenh — 0.

We conclude that (96) holds. Furthermore,
(DyH (01, WHh)(w) — (D H (62, WHh) ()

0
S, tU 1) dm

:/hg(o’ila), .)eelg(oﬂilwv')(W;

0
iy, FU ) dm

. -1, 080w, A2
/hg(a w, )e” Wz
— “ly..
:fhg(a o, )8 W~ W2 Y dm
+/hg(a—1w, N800 sl 2 0y,

Note that

eSS SUP,cq /hg(a_lwa ,)eﬂlg(a*lw;)(wi_lw — Wg_lw) dm‘
< [hIMeM W' = W2||og

and, using (92),

€SS SUP,cq

fhg(a_lw, ,)(6918(0"w,~) _ erg(U‘lw,‘))(nglw + Ug—lw) dm'
< [hIM*eM 10 — 62](R + 00| s0),
if W? € Bs(0, R). Hence,

ID1H 61, W) — DiH 62, W)l < MM W' = W2 |00 + M?eM 16,
—62|(R + [0°]l0),

which implies the continuity of D1H. O
Lemma B.6. DG exists and is continuous on a neighborhood of (0,0) € C x S.
Proof. We claim that forw € Q and ¢t € C,
(DIG(O, W)y = L-1,(18(0 0, 9™ I 0,01, +00, ) =t (LEO, W)
(98)

Note that L(#, W) : Bc(0, 1) — S’ is a bounded linear operator. We note that
(GO +t, W) =GO, W) — L(O, W)t),

— ﬁailw((e(e"'t)g(f’flw»') I Ca O tg(c ', ~)e9g<"7'w"))(waflw ”271&)))’
and therefore

(GO +h, W) =GO, W) —LEO W)hols
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-1 . -1 . —_ -1 .
< K|[(e @8l _ o880 _po(g e, ey W, 11, + 00 )8
-1, . -1, . _ -1, .
= K var((e®0807 ) — 080700 oo, )TN, 00 )
-1, . -1, . _ -1, .
+ K[| (0080 0) _ felom @)y (o e, )OO W, i, +00 )
In the proof of Lemma B.5 we have showed that

-1 -1 -1 1
|Ie(0+t)g(a ) _ e@g(a w,) _ l‘g(O'_lC(), ')eég(zr w,-)”LOO < EMZ@M“'Z'

Moreover, by applying (V9) for f = g(oc "', -) and
h(Z) — e(9+t)Z _ eﬂz _ tZEGZ,
one can conclude that
VaI((e(9+t)g(a_]w,~) _ e@g(o_'w,») _ tg(o_la), .)eGg(a_lw,-)) < C|t|2. (99)

The last two inequalities combined with (V8) readily imply that

1
mHG(G +t, W) =GO, W) —LO, W)t|oo — 0, whent — 0,

which implies (98). Moreover,
(D1G (01, WhHt — DG (62, W),
= 1L, 1,(g(0 @, (8O0 Pyl 0 )
- tﬁa_lw(g(a_la), -)eezg(gfl‘”")(Wi_lw - W;_lw)).

Proceeding as in the previous lemmas and using (92) and Lemma B.2 together with a
simple observation that

- —1
Var(g(a_la)’ _)(8913'(0 o) _ e&zg(a w,‘)))
< M var(eh18@ o) _ g0 w0y

— —ly.. —ly..
+var(g(o ™ w, )| — P8O oo,
we easily obtain the continuity of D1G. 0O
The following result is a direct consequence of the previous lemmas.

Proposition B.7. The map F defined by (38) is of class C' on a neighborhood (0, 0) €
C x 8. Moreover,

1 ) [L% Hyr,dm
(D2F(O.WH)p = ———5——L - GO, W) — Ho,

H®, W)(w) ot to o [H (6, W)(w)]?
forw e QandH € S and
(D1F (6. W)w
1
= HO @)
[g(c w, NePECT O Wy W, ydm 0
- [H©. W) (@) FomtoMomto v

for w € 2, where we have identified D1 F (0, W) with its value at 1, and G is as defined
at the beginning of Sect. B.1.

— “ly..
S1,(g(0w, el ‘”’)(Wa_lw+v2_,w))
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B.2. Second order regularity of F.

Lemma B.8. D1y H and D> H exist and are continuous on a neighborhood of (0, 0) €
CxsS.

Proof. We first note that it follows directly from (95) that Dy» H = 0. We claim that
((D12H (0, W)h)H)(w)
=h / g0 o, -)eeg("_]w")H(,_lwdm, forwe Q,HeSandh € C.
(100)

Indeed, we note that
(D2H @ +h, W) — DyH (O, W))YH)(w) = /(e(9+h)8<""w"> — 8OOy dm,
Hence, using (97),

‘((DZH(O +h, W) — DyH@O, W)H)(w) — h / g0~ w, e8Iy dm‘

_ ‘/(6(9+h)g(0_1a),-) _ P87 o) _ he(o~\w, -)eeg("_]‘“"))Hg_lwdm‘

1 1
< EMzeM|h|2||7wtc,4w||1 < §M2€M|h|2||Hg*1w||B-
Thus,

ess sup,cq |(D2H (O +h, W) — D, H(O, W))H)(w)

—h/g(a”w, 0P8N Ly dm

1
< 5M%M|h|2||7wt||oo,

which readily implies (100). We now establish the continuity of D1 H. By (92), we have
that
|(D12H (61, WHhYH) (@) — (D12H (62, W)h)YH) ()]

= |h|’ / g0 w, ) ("B _ g0y

< |h|M*eM |01 — 03] - [Hy1,lI.
Thus,

ID12H (01, W' — DioH (62, W) < M*e™ |61 — 6],
which implies the continuity of Do H. O

Lemma B.9. D11 H and D> H exist and are continuous on a neighborhood of (0, 0) €
CxS.



A Spectral Approach for Quenched Limit Theorems
Proof. By identifying D1 H (6, VV) with its value in 1, it follows from (96) that
(DHE W@ = [ 0™ 09I, 1400, dn.

We claim that
(D11 H (O, W)h)(w)
=h / g0 w, )2 O Wt w0, )dm, forwe Qandh e C.
(101)
Indeed, observe that
(DIH@ +h, W) (@) — (D1 H(0, W))(w)

B / g0 w, Y (080 _ s oy 0 ydm.
Hence, using (97), we obtain that

ess sup,cq |(D1H (O +h, W))(w) — (D1H(0, W))(w)

—h / g(cr_la), ,)Zeeg(cr*lw,') W, -1, + Ug—lw) dm‘

—1 1
= €SS SUP,cq /g(o'_la)’ .)(e(0+h)g(o w) _ 0807 w,)

_ hg(a_la), ,)eég(aflw;))(wa_]w + Ug—lw) dm‘

1
< 5M3eM|h|2<||W||oo +11%l00),

which readily implies that (101) holds. We now establish the continuity of D11 H. It
follows from (92) that

|(D11H 61, WhHh) (@) — (D11 H (62, Wh) ()]

—1
= |h| - fg(o_la), )2ef18(@ ")")(W;,lw + vg,lw)dm

-1
—/g(o—lw, )28 eI W2 40l ydm

e /g(o”w, D2 Wl L0y dm

0716()

—/g(a_la), -)269“("_1“’")(1/\); +v2,lw)dm

,10)
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+ |h| - ‘ /8(0_10), -)2692g(‘j_1w")(Wé,lw + vg,lw) dm
— -1 .
—/g(a ', )28 wa>(w§_lw+vg_lw)dm‘
< |h|- (M3eM|91 — 01 (IW oo + 1101100) + MM P! —w2||oo),

for P-a.e. w € 2, which implies the continuity of D H. Furthermore, we note that
D1 H is affine in YV, which implies that

(D21 H (O, WYH) (@) = / g0 w, )OI Ly dm.

Continuity of Dy H follows easily from (92). O

Lemma B.10. D> G and D1>G exist and are continuous on a neighborhood of (0, 0) €
CxsS.

Proof. 1t follows directly from (91) that Dy G = 0. We claim that
(D12G (O, W)h(H))w

= hﬁo_uw(g(o_lw, -)eeg("_]w")H(,_lw) forwe Q, HeSandh € C.
(102)

Indeed, we first note that
(D2G O +h, W) — DyG O, W) (H)oy = L1, ((e@M8@ ™ 0) _ g wygy )
We have that
||£Uflw((e(9+h)g(a*1w,') _ 8ol _ hg(o*fla), -)eeg(afl‘”"))HUqw)IIB
< K||(e(9+h)g(a"w,-) I Ca O hg(o_la), ,)eﬁg(a’lw,-))Hoilw”B
= Kvar((e(ngh)g("_lw") NGO hg(a_la), -)eeg(d_lw"))HUqw)
+ K| o) _ gle o) _ he(o~\w, -)eeg(”_l‘”"))Hgflwlll
<K Var(e(8+h)g(”71‘“") _ sl hg(o o, -)eeg(gilw")) NHe-1llL
+ K[le@Hse o) _ 0500 _ pog=ley )o@ 00 o var(H, 1,
e G ] Py A

It follows from (97) and (99) that

1 ) _
— sup [|Ly1, (@800 _ g o)
A1 <1

—hg(o ™ w, )TN M ) g — 0,

when & — 0, which establishes (102). It remains to establish the continuity of D1>G.
‘We have

1(D12G (81, WHh(H))w — (D12G (02, WHK(H)) w5
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— ] Ly 14(g(0 @, (8@ ) 8O gy s
< Kkl - g(o ™ w, )8 @) — P8 0y
= K|h| - var(g(o~ , ) (218007 @) _ s oy
+ KR - llgo ™ w, ) (180 ) P8 oy
< KIh| - var(g(o ™~ w, )(eM18C ) — P8O0y g
+ KM|h| - [|eh18@ 7 @) _ oz o0 o var(H_ )
+ KMIh| - [18€ 70— 8@ 00 o H .
Moreover,
var(g(o L, ) (18T @) _ 02807 0y < ppyar(18@ T 0 _ s ),
+var(g(o o, ) - 18
S P
which together with (92) and Lemma B.2 gives the continuity of D1oG. O

Lemma B.11. DG and D> G exist and are continuous on a neighborhood of (0, 0) €
CxS.

Proof. By identifying D1 G (6, VW) with its value in 1, it follows from (98) that

DIGH W)y = Lo-1,(8(0 0, )" I W, 1, +0, )), weQ.
We claim that
(DGO, W)y = hLg1,(g(0 @, )2 0,1y + 00 ). (103)
Indeed, we have
D1G (O +h, W), — D1G(O, W),
— hLy1,(8(0 @, )2 OO, 1, 00 )
= 1Ly-1, (g0 w, ) (e@Me@ o) _ bl o)
—hg(@ ™ @, )N Wi, 4001, s
< Kllglo o, )(e@Me@ ™ o) _ bz o)
— hg(o ™ w, e N W, 1, + 00, )l
— var(g(o o, ) (@8O0 _ g o)
—hg(o ™ w, )N N, 1, +00 )
+ g0 w, (@8 0 _ g 0.
—hg(o ™ w, )TN W, 1+ 00 )
< var(g(o " w, ) (e @8l o) _ g )

_ —ly..
— hg(o ™ w, e8Iy W, 1, + U(O,—]CUHLOo



D. Dragicevié, G. Froyland, C. Gonzdlez-Tokman, S. Vaienti

+ g0 o, .)(e(9+h)g(0_'w,~) _ H807 )

—1
—hg(o ™ w, )™ o - varOW, -1, + 00, )
+ M”e(9+h)g(<r’lw,-) _ 8ol o)

—1
—hg(o ™ w, )" o W, 001,

and therefore (103) follows directly from (97) and (99). We now establish the continuity
of D11G. Observe that

(D1 GO WHh), — (D11G B2, Wh) I8

= [h] - 1£y-1,(8(0 "o, )2 I W 400
— g0 w, )OI N2 0 g

< Kbl 180w, )25 eIl el )
— g7 w, )28 eI N2 0 g

< KIh|- g0~ w, )28 el 100, )
— g0 w, )2 I WL 100 s
+ K180 o, 2O el 0 )

—1 2 bhglo o, 2 0
— g0 w, 2P I N 0 |

The continuity of D11 G now follows easily from (92) and Lemma B.2. Finally, we note
that DG is an affine map in WV and therefore

(DGO WY H) o = Lo1,,(g(0 @, )@ @I ),
which can be showed to be continuous by using (92) and Lemma B.2 again. O
The following result is a direct consequence of the previous lemmas.

Proposition B.12. The function F defined by (38) is of class C* on a neighborhood
0,00 e CxS.

C. Differentiability of ¢9, the Top Space for Adjoint Twisted Cocycle RI*
We begin with some auxiliary results.
Lemma C.1. There exists C > 0 such that
I8 — L% < Cl6) — 62, for61,6: € Bc(0,1) and w € Q. (104)
Proof. For any f € B we have that
16 f = L3l = 1Lae#@) f — 280 g < K18 — 5@ f15
= K var((e"18@) — 8@) f) 4 K (181 — 8@ p)y

The claim of the lemma now follows directly from (90) and (92). O



A Spectral Approach for Quenched Limit Theorems

Lemma C.2. The following statements hold:

1. There exists K" > 0 such that

IL5 Mg < K"e ™™ ||pligs for ¢ € B* such that ¢ (v°) = 0 and » € Q,
(105)

with . > 0 as in (C3);
2. Let ¢ € B* be as in (58). Then,

ess sup,,cqllgy 5+ < 0o (106)

Proof. Let I1,, denote the projection on BB onto the subspace B° of functions of zero
mean along the subspace spanned by v . Furthermore, set

y(w) =inf{|l f +gllg: f € B’ gespan(ol}, Ifls=lgls =1}

As in Lemma 1 in [14] we have that |[TT,| < y(w) Take now arbitrary f € BO,
g€ span{vg} such that || f|lg = |lgllg = 1. It follows from (C1) that

If+glg > FIIE(")(f+g)IIB > F(Ilﬁ(")glls 1L £1B). (107)

Writing g = Avg with [A]| = 1/||vg||3, it follows from (17) that

lvgrolls _ IWgrllt 1
0 = IO &
wols = Igls ~ K

1£5 15 = 1Al - [v3n, I8 =
where K = ess supweQvaHB < 00. By (C3) and (107),
1 ~ _
If +8ll = < (1/K = K'e™™),
Then, we can choose n, independently of w, such that
. 1 ot ! _—An
Gzﬁ(l/K—Ke )>0,
which implies that y (w) > € and thus

ess sup,cqlllly| <2/ < co. (108)

Therefore, for ¢ that belongs to annihilator of vg, using (C3) and (108) we have

€50l = e (L, )] = nj”lﬁp1|¢(£((fn)"wno"’wf)|

—k
K'e™" gl - ITon,l

/

2K"
=—_e Mol s

| /\

A

for every n > 0. We conclude that (105) holds with K" = 2K’ /e.
Finally, (106) is follows directly from the straightforward fact that for P-a.e. v € €,

o2(f)=[fdm. o
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Next, we consider B* with the norm topology, and associated Borel o —algebra. Let

N = {CD: Q — B : @ is measurable, ess sup, .o || Pyl g+ < 00, <I>w(v2,)

=0 forP-ae. w € Q}
and

N = {(D: Q — B* : @ is measurable, ess sup, .o || Pollp+ < oo},

where @, := ®(w). We note that A" and /' are Banach spaces with respect to the norm
[Plloo = ess sup,eqllPwll5-
We define Gy : Bc(0,1) x N — N’ by
Gi(0. )y = (L£0)"(Pow + o). @ € Q.

It follows readily from (27) and (106) that G; is well-defined. Furthermore, we define
Gy: Be(0,1) x N — L®(Q) by

G2(0, D) (@) = (Pow + Pg,) (Lovg), @ € Q.
Again, it follows from (17), (27) and (106) that G, is well-defined.
Lemma C.3. D,G; exists and is continuous on B¢ (0, 1) x N.
Proof. We first note that G is an affine map in the variable ® which implies that
(D2G1(0, ®)V), = (L) Wy, forwe Qand ¥ e N.
Moreover, using (104) we have

1D2G1 (61, @) — D2G1 (62, @) = sup [|D2G1(81, @)W — D2G (62, D)W ||no
W]loo=<1

= sup  esssup,coll (L) oy — (L2) W, | 5+
W=l

Cl0) — 0y,

IA

forany (9, ®'), (62, ®*) € Bc (0, 1) x N. Hence, DG is continuous on B¢ (0, 1) x N.
O

Lemma C.4. DG exists and is continuous on a neighborhood of (0,0) € C x N.
Proof. We claim that
—1
(D1G1(0, D)Mo (f) = (oo +B2,) (Lolhg(o™ w, e £))  (109)

for f € B, w € Q and h € C. Denote the operator on the right hand side of (109) by
L(6, ®). We note that

(G1O +h, Py — G110, P — hL(0, P)w)(f)
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= (Bpg + B,) (Lo (@S0 _ 807100 _ o (=1gy 8@ 00) py)
Therefore, it follows from (C1) that
1G1(O +h, ®) — G1 (8, D) — KL (O, ®)]loo

-1, . -1, .
= eSS SUPycn SUD |(@og +@2,) (Lo (e #HMEE 10 _ et
Iflis=l

— hg(o ™ w, e ) £y

-1, . -1, .
< K([®lloo + [19°ll0c) €55 sup,cq sup [[(e @8 @) _ gfgle )

Iflis=l
—hg(o " w, )OO £,
By (97) and (99), we conclude that

1
lim —||G (0 +h, ®) — G (0, D) —hL(®, D)l =0,
h—0 h

and thus (109) holds. Moreover,
(D1G1 (61, @H1)o(f) = (D1G1 (B2, D))o (f)
= (@}, = P2, (Lo(hgo o, )80 p))
(@ + B0, (Lo(hg (0w, ) (M8 — e l0) ),

which in view of (C1), (24), (90) and (92) easily implies that DG is continuous. 0O
Lemma C.5. DG, exists and is continuous on a neighborhood of (0, 0) € B (0, 1) xN.
Proof. We note that G; is affine map in the variable ® and hence

(D2G2(6, P)W) () = Voo (Lv)), o € Q.
It follows from (104) that

1D2G2(01, @') — D2G2 (65, @P)|| = sup [ D2G2(61, DY — D2Go (6, DH)W ||
[¥]loo=<1

61,0 6.0
= sup ess SupweQ|‘po’w(’Cwl v(u - sz va))|
W]leo=<1

< C|61 — 62] - ess sup,,eqlvg I3,
and thus (in a view of (17)) we conclude that D>G; is continuous. 0O
Lemma C.6. DG, exists and is continuous on a neighborhood of (0,0) € C x N.
Proof. We claim that
(D1G2(6, DIN (@) = (Pow +95,)(La(g (0 0, )7 ), heCooeQ.
(110)
Let us denote the operator on the right hand side of (110) by R(6, ®). We have that
(G20 +h, @) = G2(6, ®) — hR(O, P))(w)
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= (Pow +$0,) (Lo((eOHMECT 0 _ 807100 (510, 8@ @0),0)),
Therefore, it follows from (C1) that
1G2(6 +h, ®) — Ga(6, ®) — hR(O, )|
= €55 SUP,, g (Poo + 92, ) (Lo((eTHMEE 1 0) _ s 0
—hg(o " w, )@ @) 0y))
< K([@lloo + 4°llo0) €55 sup,,cq | (e@+ME @) _ s o)
— hg(o ™ w, )@ @) 5.

By (17), (97) and (99), we conclude that
o1
;}IE}) }—lllgz(é’ +h, ®) — Ga(6, P) — hR(O, P)[ L~ = 0.

Thus, (110) holds. Moreover,
(D1G2(61, D)) (@) — (D1G2(62, D*)) ()
= (@, — D2 )(Ly(hg(o " w, Yels@ @00y
+ (D2, + 80 ) (Lo (hg(o ™ w, ) (180 @) _ g™ w0y, 0y

which in view of (C1), (24), (90) and (92) easily implies that D1G> (0, oY > DG
(62, ®2) when (01, ®1) — (62, ?). Hence, D1G» is continuous. O

Let

(L) (Pow + BY,)
96 o= (g, 0 (L000)

D, — B0 (111)

Proposition C.7. The map G is of class C' on a neighborhood of (0,0) € C x N.
Furthermore,

(£5)" ¥You
G20, ®)(w)
2N

(G20, ) (w)]?

((D2G (0, P)V), =

G1(0,®)y — V¥V, weQ,WVeN.
(112)

Proof. The desired conclusion follows directly from Lemmas C.3, C.4, C.5 and C.6
after we note that G»(0, 0)(w) = 1 forw € Q. O

Lemma C.8. D,G(0, 0) is invertible.
Proof. By (112),
(D2G(0,0) W)y = L Vsp — Yy, forwe Qand ¥ € N.

Now one can proceed as in the proof of Lemma 3.5 to show that (105) implies the desired
conclusion. O
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It follows from Proposition C.7, Lemma C.8 and the implicit function theorem that
there exists a neighborhood U of 0 € C and a smooth function F: U — A such that
F(0) =0 and

GO, F) =0, forbeU. (113)
Finally, set

FO)o + o))
(FO)o + ¢ )
Using the differentiability of # +— v%, we observe that there exists a neighborhood

U’ C U of 0 € C such that W(8) is well-defined and differentiable for 8 € U’.
Furthermore, we note that \I/(H)w(vf,) = 1. Finally, it follows from (111) and (113) that

v(0), = forw e Qand b € U.

LYW (O) g0 = COU(O),,

for some scalar Cf). The arguments in Sect. 3.7 imply that ¢>f) = Y (0),. Therefore, we
have established the differentiability of 6 — ¢°.
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